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Abstract: The skin is the largest external organ that serves to protect 

human internal organs and is very sensitive to various diseases, so 

early detection is very important to reduce the risk and increase the 

chance of recovery. This study aims to classify skin disease types 

using CNN algorithm with VGG19 architecture and learning rate 

adjustment to get a more optimal model, using a dataset from Kaggle 

consisting of 3,295 images with six classes, including several types of 

skin diseases and one healthy skin class. The preprocessing process 

includes dividing the data into training and testing sets, resizing the 

images to fit the VGG19 architecture, and normalization to scale the 

pixel values from 0-255 to a range of 0-1. The results show that using 

a learning rate of 0.00003 produces the best performance with 97.29% 

accuracy, 97.36% precision, 97.29% recall, and 97.30% F1-score. These 

findings confirm that the CNN algorithm with VGG19 architecture 

can classify skin disease types well. 
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INTRODUCTION 

The skin is the largest and outermost organ in the human body and functions as a cover and 

protector of internal organs from various dangers that come from outside (Hameed et al., 2020), but 

even though the skin is designed to protective, it is actually a very sensitive organ and is very vulnerable 

to various diseases, especially if its hygiene is not considered (Goceri, 2021). Skin diseases are currently 

a very common problem and are frequently found in the global community (Saifan & Jubair, 2022). Skin 

diseases can affect anyone, regardless of age, gender, or ethnicity. 

There are various factors that can cause skin diseases, such as environmental hygiene, changes in 

climate, physical contact with other sufferers, and allergies. These diseases greatly affect the daily 

activities of the sufferers, decreasing confidence levels, unbearable itching, until the worst can cause 

death. The general public's lack of understanding of the various skin diseases and the right way to treat 

them can result in the disease not going away or getting worse. Early detection is necessary to reduce 

the risks and increase the chances of recovery (Owda & Owda, 2022). However, currently in many 

developing countries, skin disease experts are still quite expensive for some people. The rapid 

development of artificial intelligence (AI) technology can provide a new alternative to perform the task 

of early detection of the type of skin disease suffered. 

AI is a technology that mimics human intelligence to solve a problem (Cellina et al., 2022). 

Machine Learning (ML) is a branch of AI that allows a computer program to learn patterns from data 

entered and provide a response based on experience that can automatically increase intelligence over 

time without human assistance (Möller, 2023). One branch of ML is Deep Learning (DL) which uses a 

very complex and deep neural network approach (Möller, 2023). Convolutional Neural Network (CNN) 

is one of the DL algorithms used in image classification tasks. CNN is a development of the classic 

Artificial Neural Network (ANN) algorithm in which there is a convolution operation (Tugrul et al., 

2022). CNN receives input in the form of 2D or 3D images (Le et al., 2021). One of the popular CNN 

architectures is VGG19 (Simonyan & Zisserman, 2015), which is used due to its depth of 19 layers. The 

VGG19 architecture captures various details of the image better due to its ability to recognize complex 

visual patterns gradually, resulting in high accuracy in such classification tasks. 

Research on the classification of human skin diseases using the Convolutional Neural Network 

(CNN) algorithm provides excellent results in diagnosing various types of skin diseases. Research 

entitled “A machine learning model for skin disease classification using convolutional neural network” 

(Allugunti, 2022) research that focuses on the classification of skin diseases, especially melanoma. There 

are three types of classes that are classified, namely malignant lesions, superficial spreading, and 

nodular melanoma. The results obtained in this study show that the CNN algorithm has the best 

accuracy rate with 88.83% compared to other classification algorithms. Research entitled “Classification 

of Skin Disease Using Deep Learning Neural Network with MobileNet V2 and LSTM” (Srinivasu et al., 

2021) In a study that classified seven types of skin diseases, the CNN algorithm with MobileNet V2 

architecture combined with LSTM obtained the best accuracy compared to other classification 

algorithms with an accuracy of more than 85%. Another study entitled “Multi-Class Skin Lesion 

Classification Using a Lightweight Dynamic Kernel Deep-Learning-Based Convolutional Neural 

Network” (Aldhyani et al., 2022) This research produces a CNN algorithm model that is lighter and 

more efficient in classifying skin disease types with an accuracy rate of 97.85% and compares the results 

obtained with several CNN models. 

Based on previous research, the CNN algorithm has proven successful in classifying the type of 

skin disease in humans. Therefore, this research is interested in conducting research on human skin 

disease images using the CNN method. The main difference between this research and the previous one 

is the type of architecture used in this study using Visual Geometry Group (VGG) 19 architecture for 

the classification of skin disease types. In addition, this research also adjusts the learning rate to get 

more optimal model results. 
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METHOD  

The purpose of this research is to measure the performance of machine learning models to classify 

skin disease types using CNN algorithm with VGG19 as the architecture used. Selection of appropriate 

learning rate in the training process can produce a more optimal model. To obtain the research results 

as expected, several stages of the method are carried out which can be seen in Figure 1. 

 
Figure 1. Research method 

A. Literature Review 

In the early stages of this research, it begins with conducting a literature review with the aim of 

obtaining new knowledge that is useful to be able to support problem solving in the current research. 

Literature review serves as a basis for developing knowledge, making guidelines, practices, and if done 

well can give birth to new ideas (Snyder, 2019). 

B. Datasets 

 The dataset used in this study was obtained from the Kaggle, which is a website that provides 

open source data resources so that it can be used for free for research purposes. This dataset has 3,295 

images of skin diseases spread over five different classes of skin disease types, namely Acne/Rosacae, 

Chickenpox, Eczema, Ringworm, and Seborrheic Keratoses. In addition to the class of skin disease 

types, there is also one class which is a type of healthy skin. The details of the dataset can be explained 

in Table 1. 

Table 1. Class and number of images in the datasets 

Class Number of Image 

Acne/Rosacae 580 

Chickenpox 371 

Eczema 877 

Ringworm 370 

Seborrheic Keratoses 434 

Normal/Healthy 663 

Total 3,295 
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Figure 2. Image of skin disease 

 

C. Preprocessing 

Preprocessing is a stage carried out on the dataset that has been obtained previously with the aim 

of cleaning and preparing the data to be fully used in training Machine Learning models (Ali et al., 2021) 

(Yunus et al., 2023). This research applies several preprocessing techniques, namely split data, Resize, 

and Normalization. 

1) Split Data, is a technique that aims to divide the dataset into three large groups, namely 80% 

for training, 10% for validation, and 10% for testing. Training data is used for the ML model, 

the validation data helps adjust the model parameters, and the testing data is utilized to 

assess the performance of the ML model (Muis et al., 2023). 

2) Resizing, is a preprocessing technique that aims to homogenize the dimensions of images 

that were previously different to be the same by changing all image dimensions to 224x224 

pixels (Khairandish et al., 2022). 

3) Normalization, is initially the image before ML processing will be converted into a matrix 

where each row and column will symbolize the pixel value. Each pixel has a value range of 

0-255, the normalization process will multiply each pixel value by 1/255 with the aim that the 

ML model can learn efficiently (Anand et al., 2022). 

D. CNN 

Convolutional Neural Network (CNN) is an advanced from of DL algorithm integrated with 

Artificial Neural Network. CNN is composed of three primary components, which are input layer, 

hidden layer, and output layer (Tian, 2020). This study using CNN architecture, namely VGG19.  VGG19 

is one of the CNN architectures developed by Visual Geometry Group, consisting of 19 layers, namely 

16 convolutional layers and 3 fully connected layers. The main advantage of VGG19 lies in the depth 

and number of layers, allowing the model to capture different levels of detail in the data. The structure 

of this architecture can be seen in Figure 3, which shows how each layer plays a role in the step-by-step 

image recognition and classification process, from simple feature extraction to final decision-making. 

With its depth and complexity, VGG19 proves capable of achieving high levels of accuracy on various 

image classification datasets.  
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Figure 3. VGG19 architecture 

1) Convolutional Layer, is the most important layer in the hidden layer CNN the main function 

of this layer is to obtain important information from the input image. The convolution layer 

is a structure in which there are a number of filters, each of which has a weight and bias 

(Sarıgül et al., 2019). The training process is done by performing the dotproduct function 

between the input image and the filter to generate feature maps.  

2) Rectified Linear Unit (ReLU), is a non-linear activation function that serves to eliminate 

negative values from the results of the convolution operation and replace them with zero 

(Tian, 2020).  

3) Pooling Layer, is a layer that aims to reduce the dimensional size of feature maps (Mustaqeem 

& Kwon, 2019) without losing the main features. There are two most commonly used pooling 

methods, namely maximum pooling and average pooling. This research uses the maximum 

pooling method. 

4) Fully Connected Layer, is the last layer in the CNN algorithm that serves as a classifier. Each 

neuron from the previous layer is connected to the next layer and each resulting value will 

be a reference for how much a value matches a certain class (Khan et al., 2020). Before the 

classification process is carried out the previous convolution matrix will be converted into a 

1x1 vector where this process is known as flatten (Ng et al., 2019). 

E. Training Model 

Model training is a stage where training will be carried out on the CNN model. The model will 

be given training data with the aim of learning existing patterns or relationships. At this training stage, 

the selection of settings for the learning rate value is carried out to get a more optimal model. The model 

parameter configuration used in the training process can be seen in Table 2. 

Table 2. Hyperparameter configuration 

Hyperparameter Value 

Batch Size 32 

Optimizer Adam 

Learning Rate 0.00001, 0.00003, 0.00005 

Epoch 10 

F. Testing Model 

Testing the model is a stage that aims to test the performance of the model that has previously 

been trained. In this study, testing used a confusion matrix. Confusion matrix can measure the 

performance of a model by labeling the prediction results and the actual label which will be displayed 

on the x-axis and y-axis respectively (Baranwal et al., 2020). Accuracy, Precision, Recall, and F1-Score of 

a model can be obtained with the following equation (Putra et al., 2023). 

 



DECODE: Jurnal Pendidikan Teknologi Informasi, 4(3) (2024): 1071-1081 

Khairul Fathan Habie, Murinto, Sunardi, Arfiani Nur Khusna 

 
1076 

Accuracy =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 
 (1) 

Precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑃 
 (2) 

Recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑁 
 (3) 

F1-Score = 2 X  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 X 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙 
 (4) 

with: 

TP = True Positive 

TN = True Negative 

FP = False Positive 

FN = False Negative  

RESULTS AND DISCUSSIONS 

Evaluating the CNN algorithm model with VGG19 architecture and adjusting the learning rate 

parameter settings used to classify skin disease types. Figure 4 illustrates a performance comparison of 

the CNN model using various learning rate values. It can be seen that the learning rate with a value of 

0.00003 obtained the best results with accuracy reaching 0.00003: 97.29%, Precision: 97.36%, Recall: 

97.29%, and F1 Score: 97.30%. The selection of a learning rate of 0.00003 as the optimal value reflects a 

balance between convergence speed and model training stability. This learning rate is low enough to 

ensure smoother weight updates, thus reducing the risk of overshooting or unstable convergence, while 

remaining high enough to achieve effective results. As such, this learning rate allows the model to 

effectively capture complex patterns and features in skin disease data, contributing to the accuracy and 

reliability of the resulting diagnosis. 

 
Figure 4. CNN performance comparison 

 

Figure 5 shows the confusion matrix from testing the machine learning model with a learning 

rate of 0.00003. The confusion matrix clearly shows each correct and incorrect prediction, with rows and 

columns labeled with the existing class names. The lighter the color in each column of the confusion 

matrix signifies higher accuracy achieved by the model for classification. Overall, the machine learning 

model with a learning rate of 0.00003 demonstrates good performance in classifying skin disease 

conditions. This model can classify eczema conditions well, this can be seen with a more dominant color, 
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while in other conditions the resulting color is more faded. This can be caused because the amount of 

test data in the eczema class is higher than other classes. 

 
Figure 5. Confusion matrix 

 

Figure 6 presents the training and validation graphs for accuracy and loss, depicting their 

progression across different epochs. The graph illustrate the percentage of accuracy and loss against the 

number of epochs. As the number of epochs increases, the accuracy of training and validation shows an 

increase and conversely the loss of training and validation decreases. The best results were obtained at 

epoch 9 with accuracy and loss of 0.966 and 0.094 respectively. 

 
Figure 6. Line graph of training and validation results 

 

Table 3 illustrate the results of testing the model with a new image that has not been seen by the 

model during the training process. The results obtained from show that the model can recognize various 

classes of skin disease types and healthy skin types. 
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 Table 3. Example of prediction results 

Class Prediction Result 

Acne/Rosacae 

 

 
 

 

 

Chickenpox 

 
 

 

 

Eczema 

 

 
 

 

 

Ringworm 

 

 
 

 

 

Seborrheic Keratoses 

 

 
 

 

 

Normal/Healthy 
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The evaluation results of the CNN model optimized by the use of appropriate learning rate values 

were able to provide accurate diagnosis results for various types of skin diseases. With a high level of 

accuracy, the model is able to recognize and differentiate various skin lesions, thereby increasing 

confidence in the diagnosis. In addition, the high precision value indicates that when the model 

identifies a lesion as positive, it is likely that the identification is accurate, which is important to avoid 

misdiagnosis and inappropriate treatment. The well-balanced recall also indicates that the model can 

detect most cases of skin diseases, which is crucial in early detection. 

 

CONCLUSIONS 

This study was conducted with the aim of measuring the performance of CNN algorithm with 

VGG19 architecture and learning rate parameter adjustment in classifying human skin disease images. 

This research shows that the model that uses a learning rate of 0.00003 gets the best performance with 

an accuracy of 97.29%, Precision: 97.36%, Recall: 97.29%, and F1 Score: 97.30%. Based on this, it shows 

that the CNN algorithm with VGG19 architecture can classify types of skin diseases in humans and can 

be an alternative to diagnose the type of skin disease suffered. For future research, increasing the 

number of skin disease classes is recommended so that it can perform more diverse skin disease 

classification tasks. In addition, the use of data augmentation techniques can increase the diversity of 

the dataset, as well as the application of the model to dermatological images taken in various lighting 

conditions and viewing angles. Implementation of the model in a web-based or mobile application can 

be done so that it can be used by the wider community. 

 

ACKNOWLEDGEMENT 

This study was supported by Directorate of Research, Technology, and, Community Service 

Ministry of Education, Culture, Research and Technology, Indonesia under the Grant No. 

107/E5/PG.02.00.PL/2024, 0609.12/LL5-INT/AL.04, 089.PTM/LPPM-UAD/VI/2024. 

 

REFERENCES 

Aldhyani, T. H. H., Verma, A., Al-Adhaileh, M. H., & Koundal, D. (2022). Multi-Class Skin Lesion 

Classification Using a Lightweight Dynamic Kernel Deep-Learning-Based Convolutional 

Neural Network. Diagnostics, 12(9). https://doi.org/10.3390/diagnostics12092048 

Ali, M. S., Miah, M. S., Haque, J., Rahman, M. M., & Islam, M. K. (2021). An enhanced technique of skin 

cancer classification using deep convolutional neural network with transfer learning models. 

Machine Learning with Applications, 5(April), 100036. https://doi.org/10.1016/j.mlwa.2021.100036 

Allugunti, V. R. (2022). A machine learning model for skin disease classification using convolution 

neural network. International Journal of Computing, Programming and Database Management, 3(1), 

141–147. https://doi.org/10.33545/27076636.2022.v3.i1b.53 

Anand, V., Gupta, S., Koundal, D., Mahajan, S., Pandit, A. K., & Zaguia, A. (2022). Deep learning based 

automated diagnosis of skin diseases using dermoscopy. Computers, Materials and Continua, 

71(2), 3145–3160. https://doi.org/10.32604/cmc.2022.022788 

Baranwal, S. K., Jaiswal, K., Vaibhav, K., Kumar, A., & Srikantaswamy, R. (2020). Performance analysis 

of Brain Tumour Image Classification using CNN and SVM. Proceedings of the 2nd International 

Conference on Inventive Research in Computing Applications, ICIRCA 2020, 537–542. 

https://doi.org/10.1109/ICIRCA48905.2020.9183023 

Cellina, M., Cè, M., Khenkina, N., Sinichich, P., Cervelli, M., Poggi, V., Boemi, S., Ierardi, A. M., & 

Carrafiello, G. (2022). Artificial Intellgence in the Era of Precision Oncological Imaging. 



DECODE: Jurnal Pendidikan Teknologi Informasi, 4(3) (2024): 1071-1081 

Khairul Fathan Habie, Murinto, Sunardi, Arfiani Nur Khusna 

 
1080 

Technology in Cancer Research and Treatment, 21(December). 

https://doi.org/10.1177/15330338221141793 

Goceri, E. (2021). Diagnosis of skin diseases in the era of deep learning and mobile technology. 

Computers in Biology and Medicine, 134(January), 104458. 

https://doi.org/10.1016/j.compbiomed.2021.104458 

Hameed, N., Shabut, A. M., Ghosh, M. K., & Hossain, M. A. (2020). Multi-class multi-level classification 

algorithm for skin lesions classification using machine learning techniques. Expert Systems with 

Applications, 141, 112961. https://doi.org/10.1016/j.eswa.2019.112961 

Khairandish, M. O., Sharma, M., Jain, V., Chatterjee, J. M., & Jhanjhi, N. Z. (2022). A Hybrid CNN-SVM 

Threshold Segmentation Approach for Tumor Detection and Classification of MRI Brain 

Images. Irbm, 43(4), 290–299. https://doi.org/10.1016/j.irbm.2021.06.003 

Khan, A. I., Shah, J. L., & Bhat, M. M. (2020). CoroNet: A deep neural network for detection and 

diagnosis of COVID-19 from chest x-ray images. Computer Methods and Programs in Biomedicine, 

196(2), 105581. https://doi.org/10.1016/j.cmpb.2020.105581 

Le, D. N., Parvathy, V. S., Gupta, D., Khanna, A., Rodrigues, J. J. P. C., & Shankar, K. (2021). IoT enabled 

depthwise separable convolution neural network with deep support vector machine for 

COVID-19 diagnosis and classification. International Journal of Machine Learning and Cybernetics, 

12(11), 3235–3248. https://doi.org/10.1007/s13042-020-01248-7 

Möller, D. P. F. (2023). Machine Learning and Deep Learning. Advances in Information Security, 

103(January), 347–384. https://doi.org/10.1007/978-3-031-26845-8_8 

Muis, A., Sunardi, & Yudhana, A. (2023). Comparison Analysis of Brain Image Classification Based on 

Thresholding Segmentation With Convolutional Neural Network. Journal of Applied Engineering 

and Technological Science, 4(2), 664–673. https://doi.org/10.37385/jaets.v4i2.1583 

Mustaqeem, & Kwon, S. (2019). A CNN-Assisted Enhanced Audio Signal Processing for Speech 

Emotion Recognition. Sensors, 20(1), 183. https://doi.org/10.3390/s20010183 

Ng, W., Minasny, B., Montazerolghaem, M., Padarian, J., Ferguson, R., Bailey, S., & McBratney, A. B. 

(2019). Convolutional neural network for simultaneous prediction of several soil properties 

using visible/near-infrared, mid-infrared, and their combined spectra. Geoderma, 352(June), 251–

267. https://doi.org/10.1016/j.geoderma.2019.06.016 

Owda, A. Y., & Owda, M. (2022). Early Detection of Skin Disorders and Diseases Using Radiometry. 

Diagnostics, 12(9), 2117. https://doi.org/10.3390/diagnostics12092117 

Putra, N. S., Hutabarat, B. F., & Khaira, U. (2023). Implementasi Algoritma Convolutional Neural 

Network Untuk Identifikasi Jenis Kelamin Dan Ras. Decode: Jurnal Pendidikan Teknologi Informasi, 

3(1), 82–93. https://doi.org/10.51454/decode.v3i1.123 

Saifan, R., & Jubair, F. (2022). Six skin diseases classification using deep convolutional neural network. 

International Journal of Electrical and Computer Engineering (IJECE), 12(3), 3072. 

https://doi.org/10.11591/ijece.v12i3.pp3072-3082 

Sarıgül, M., Ozyildirim, B. M., & Avci, M. (2019). Differential convolutional neural network. Neural 

Networks, 116, 279–287. https://doi.org/10.1016/j.neunet.2019.04.025 

Simonyan, K., & Zisserman, A. (2015). Very deep convolutional networks for large-scale image 

recognition. 3rd International Conference on Learning Representations, ICLR 2015 - Conference Track 

Proceedings, 1–14. 

Snyder, H. (2019). Literature review as a research methodology: An overview and guidelines. Journal of 

Business Research, 104(August), 333–339. https://doi.org/10.1016/j.jbusres.2019.07.039 



DECODE: Jurnal Pendidikan Teknologi Informasi, 4(3) (2024): 1071-1081 

Effect of Learning Rate on VGG19 Model Architecture for Human Skin Disease Classification 

 
1081 

Srinivasu, P. N., SivaSai, J. G., Ijaz, M. F., Bhoi, A. K., Kim, W., & Kang, J. J. (2021). Classification of Skin 

Disease Using Deep Learning Neural Networks with MobileNet V2 and LSTM. Sensors, 21(8), 

2852. https://doi.org/10.3390/s21082852 

Tian, Y. (2020). Artificial Intelligence Image Recognition Method Based on Convolutional Neural 

Network Algorithm. IEEE Access, 8, 125731–125744. 

https://doi.org/10.1109/ACCESS.2020.3006097 

Tugrul, B., Elfatimi, E., & Eryigit, R. (2022). Convolutional Neural Networks in Detection of Plant Leaf 

Diseases: A Review. Agriculture (Switzerland), 12(8). https://doi.org/10.3390/agriculture12081192 

Yunus, M., Muhammad Kunta Biddinika, & Fadlil, A. (2023). Optimasi Algoritma Naïve Bayes 

Menggunakan Fitur Seleksi Backward Elimination untuk Klasifikasi Prevalensi Stunting. 

Decode: Jurnal Pendidikan Teknologi Informasi, 3(2), 278–285. 

https://doi.org/10.51454/decode.v3i2.188 

 

 


