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Abstrak: Program Keluarga Harapan (PKH) merupakan bantuan
sosial bersyarat yang ditujukan bagi keluarga dengan kondisi
ekonomi rentan. Tantangan utama dalam implementasinya adalah
memastikan ketepatan sasaran penerima bantuan. Penelitian ini
bertujuan membandingkan kinerja algoritma K-Nearest Neighbor
(KNN) dan C4.5 dalam mengklasifikasikan kelayakan penerima
PKH. Data penelitian diambil dari Dinas Sosial Kabupaten Wakatobi
tahun 2023, kemudian melalui tahap praproses, pembagian data
menggunakan K-Fold Cross Validation (K=7), serta pelatihan dan
pengujian model dengan perangkat lunak RapidMiner. Evaluasi
dilakukan berdasarkan akurasi, presisi, dan recall. Hasil analisis
menunjukkan bahwa algoritma C4.5 memberikan kinerja lebih baik
dengan akurasi 96,22%, presisi “YES” 95,71%, dan recall “YES”
94,89%. Sebaliknya, KNN memperoleh akurasi 81,44%, presisi “YES”
69,66%, dan recall “YES” 95,74%. Temuan ini menunjukkan bahwa
C4.5 lebih efektif dan konsisten dalam mengklasifikasikan penerima
bantuan dibandingkan KNN. Model pohon keputusan yang
dihasilkan juga memberikan kejelasan logis terhadap faktor-faktor
penentu kelayakan. Penelitian ini berpotensi dikembangkan melalui
integrasi model ke dalam sistem berbasis web atau aplikasi untuk
meningkatkan efisiensi proses seleksi penerima bantuan.

Abstract: The Family Hope Program (PKH) is a conditional cash
assistance program aimed at households with vulnerable economic
conditions. One of its main challenges lies in ensuring accurate
targeting of beneficiaries. This study aims to compare the
performance of the K-Nearest Neighbor (KNN) and C4.5 algorithms
in classifying PKH beneficiary eligibility. Data were obtained from
the Wakatobi District Social Service in 2023, then processed through
data preprocessing, partitioning using K-Fold Cross Validation
(K=7), and model training and testing with RapidMiner software.
Evaluation was conducted based on accuracy, precision, and recall.
The results indicate that the C4.5 algorithm outperformed KNN,
achieving an accuracy of 96.22%, “YES” precision of 95.71%, and
“YES” recall of 94.89%. In comparison, KNN achieved an accuracy
of 81.44%, "YES” precision of 69.66%, and “YES” recall of 95.74%.
These findings highlight that C4.5 is more effective and consistent
in classifying beneficiaries than KNN. The generated decision tree
model also provides a logical interpretation of the eligibility-
determining factors. This research has potential for further
development by integrating the model into web-based or mobile
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applications to improve the efficiency of beneficiary selection
processes.
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PENDAHULUAN

Dalam upaya menekan angka kemiskinan dan meningkatkan taraf hidup masyarakat,
pemerintah Indonesia menggulirkan Program Keluarga Harapan (PKH), sebuah bantuan tunai
bersyarat yang ditujukan kepada keluarga dengan kondisi sosial ekonomi paling rentan (Nuraeni et al.,
2024). Program ini tidak hanya bertujuan memberikan dukungan finansial semata, tetapi juga
mendorong peningkatan akses terhadap layanan pendidikan, kesehatan, dan kesejahteraan sosial
(Mangunsong et al.,, 2024). Meski telah menunjukkan dampak positif dalam menurunkan tingkat
kemiskinan, keberhasilan implementasi PKH masih menghadapi tantangan besar, terutama dalam
memastikan bahwa bantuan benar-benar diterima oleh mereka yang paling membutuhkan (Wardhani
et al., 2025). Di sinilah proses klasifikasi penerima bantuan menjadi sangat krusial, karena kesalahan
dalam penetapan sasaran dapat menghambat efektivitas program secara keseluruhan (Hidayati et al.,
2020).

Di berbagai daerah, termasuk Kabupaten Wakatobi, pelaksanaan PKH kerap menemui kendala,
baik dari segi ketepatan sasaran maupun kondisi geografis yang menyulitkan proses pendataan. Tak
jarang ditemukan kasus di mana keluarga tidak layak justru menerima bantuan, sementara yang
seharusnya berhak justru terabaikan (Utami et al., 2023). Menghadapi tantangan ini, pemanfaatan
teknologi informasi dan pendekatan berbasis data menjadi semakin penting. Salah satu solusi yang kini
banyak dikembangkan adalah penggunaan algoritma pembelajaran mesin (machine learning),
khususnya dalam proses klasifikasi penerima bantuan sosial (Daud et al., 2025).

Data mining, sebagai cabang ilmu komputer yang fokus pada analisis data berskala besar,
menyediakan berbagai metode klasifikasi yang mampu meningkatkan akurasi penetapan penerima
bantuan. Dua algoritma yang sering digunakan dalam konteks ini adalah K-Nearest Neighbor (KNN)
dan C4.5(Zaeni et al., 2020). KNN bekerja dengan menghitung jarak antar data untuk menentukan
klasifikasi, sedangkan C4.5 membentuk pohon keputusan berdasarkan atribut-atribut penting dalam
dataset dan menghasilkan model berbasis aturan yang mudah dipahami(Arowolo et al., 2021).
Keduanya menawarkan pendekatan berbeda, dan membandingkan kinerja masing-masing menjadi
penting untuk memilih metode yang paling efektif dalam konteks PKH (Ma & Zhai, 2023).

Berdasarkan penelitian sebelumnya, membandingkan kinerja tiga algoritma klasifikasi Naive
Bayes Classifier (NBC), K-Nearest Neighbor (K-NN), dan C4.5 pada data penerima Program Keluarga
Harapan (PKH) menunjukkan bahwa NBC memperoleh recall tertinggi meskipun akurasinya (77,51%)
tidak menjadi yang paling besar. Algoritma C4.5 menghasilkan akurasi tertinggi sebesar 80,16% dan
mampu mereduksi jumlah atribut dari 33 menjadi 8, sehingga mengurangi kompleksitas model.
Sementara itu, K-NN dengan nilai K terbaik (K=3) mencatat akurasi 76,72%. Hasil ini menegaskan
bahwa setiap algoritma memiliki keunggulan berbeda, di mana NBC lebih efektif meminimalkan
kesalahan pengklasifikasian keluarga yang layak menerima bantuan, sedangkan C4.5 unggul dalam
akurasi dan efisiensi atribut (Dina et al., 2023).

Penelitian terdahulu lainnya melakukan penelitian tentang komparasi antara algoritma C4.5,
Naive Bayes, dan K-Nearest Neighbor (K-NN) dalam mengklasifikasikan penerima Program Keluarga
Harapan (PKH) menunjukkan hasil yang bervariasi. Algoritma C4.5 memperoleh akurasi tertinggi,
diikuti oleh Naive Bayes, sedangkan K-NN berada di posisi terakhir. Temuan ini mengindikasikan
bahwa C4.5 lebih optimal untuk kasus klasifikasi data penerima bantuan sosial, sementara Naive Bayes
masih memberikan hasil yang kompetitif dengan keunggulan pada kesederhanaan pemodelan.
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Perbedaan kinerja ini memperlihatkan bahwa pemilihan algoritma yang tepat sangat bergantung pada
karakteristik data dan tujuan analisis (Fitriani, 2020).

Dalam penelitian ini, digunakan data dari Dinas Sosial Kabupaten Wakatobi untuk menguji
kinerja kedua algoritma tersebut. Proses pelatihan dan pengujian model dilakukan dengan metode K-
Fold Cross Validation agar hasil prediksi lebih akurat dan tidak bias. Evaluasi performa dilakukan
dengan mengukur akurasi, presisi, dan recall dari masing-masing algoritma. Dengan pendekatan ini,
diharapkan proses klasifikasi penerima PKH dapat dilakukan secara objektif, efisien, dan tepat sasaran,
sehingga program bantuan benar-benar menyentuh keluarga yang paling membutuhkan

Berdasarkan latar belakang dan rumusan masalah yang telah dijelaskan sebelumnya, maka
tujuan dari penelitian ini adalah (1). Menganalisis kinerja algoritma K-Nearest Neighbor (KNN) dalam
mengklasifikasikan penerima bantuan Program Keluarga Harapan (PKH), (2). Menganalisis kinerja
algoritma C4.5 dalam mengklasifikasikan penerima bantuan Program Keluarga Harapan (PKH), (3).
Membandingkan hasil kinerja kedua algoritma tersebut untuk menentukan metode yang paling efektif
dalam klasifikasi penerima bantuan PKH.

METODE

Berdasarkan penelitian terdahulu, tahapan atau proses yang akan dilakukan pada penelitian
untuk mencari nilai perbandingan antara algoritma KNN dan C4.5, yang akan menjadi objek
perbandingan adalah Recall, precision, dan akurasi. Berikut diagram alir penelitian dilakukan.

Mulai —)l Studi Literatur J—»tPengumpulan DalaJ»—»t Pra-proses Data J

c45 | JieB Model | | Pembagian Data
| L_J‘ J—M Latih dan Data uj

KNN b F Model } ' Selesai

Gambar 1. Alur Penelitian

Studi Literatur

Pencarian literatur mengarahkan penelitian menjadi kumpulan literatur yang diperiksa untuk
menemukan referensi yang relevan dengan topik penelitian. Referensi tersebut diambil dari buku atau
e-book, publikasi jurnal, maupun media daring yang berkaitan guna mendukung proses penelitian
(Deviyanto & Wahyudi, 2018). Fokus penelitian mencakup algoritma K-Nearest Neighbor, C4.5,
Kklasifikasi, serta studi sejenis yang telah dilakukan dalam penelitian sebelumnya (Rachma, 2022)
(Halder et al., 2024).

Pengumpulan Data

Data bersumber dari Dinas Sosial Kabupaten Wakatobi, Wangi-Wangi Selatan, Yaitu data tahun
2023. Pengumpulan data juga dilakukan dengan cara wawancara dan pengumpulan dataset dari pihak
pengurus PKH di kantor Dinas Sosial (Anitalia et al., 2024).

Praproses Data

Pada tahap praproses data, dilakukan proses pembersihan. Pembersihan data melibatkan
penghapusan baris yang memiliki nilai Null, menggantikannya dengan nilai rata-rata yang dilakukan
dengan menggunakan operator Filter Example pada RapidMiner. Dengan beberapa proses yang akan
menggunakan Google colab, seperti mehitung jumlah atribut dan tipe data atribut serta hal lain
sebagainya yang akan menggunakan Google Colab (Romadloni & Septiyanti, 2023).
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Pembagian Data Latih Dan Data Uji

Data latih dan data uji dibagi menggunakan metode K-Fold Cross Validation dengan nilai K-fold
sebesar 7. Proses ini dilakukan menggunakan operator Cross Validation di RapidMiner. Metode Cross
Validation berguna untuk memperkirakan kesalahan dalam memprediksi kinerja model. Teknik ini
membagi seluruh dataset menjadi data training dan data testing (Sutanty et al., 2025).

Pembuatan Model Algoritma

Dalam algoritma K-NN, dilakukan percobaan dengan mencoba berbagai nilai parameter K. Nilai
K yang dicoba meliputi K = 5. Operator yang digunakan adalah operator K-NN pada kolom data
training, serta operator apply model dan performance pada kolom data testing di RapidMiner.
Parameter yang dipilih untuk measure types adalah mixed measure, yang digunakan untuk
menghitung jarak pada atribut numerik. Untuk tipe mixed Euclidean Distance (Briouza et al., 2022).

Dalam algoritma C4.5, digunakan operator Decision Tree pada kolom data training serta operator
apply model dan performance pada kolom data testing di RapidMiner. Parameter yang diterapkan
mencakup apply pruning dan apply prepruning. Penggunaan parameter pruning dan prepruning ini
dapat meningkatkan akurasi hasil (Elisyah, 2022).

Perbandingan Model

Setiap model klasifikasi dievaluasi menggunakan confusion matrix untuk mengukur
performanya. Selain itu, dihitung juga nilai akurasi, presisi, dan Recall. Proses ini dilakukan dengan
menggunakan operator performance untuk menampilkan hasil evaluasi kinerja algoritma di
RapidMiner (Es-sabery et al., 2024). Setelah itu, dilakukan perbandingan nilai akurasi, presisi, dan
Recall dari kedua model algoritma tersebut (K-NN dan C4.5) (Permana et al., 2021). Rumus untuk
menghitung nilai akurasi dapat ditemukan pada persamaan (1), sementara rumus untuk menghitung
nilai presisi dan Recall masing-masing dapat dilihat pada persamaan (2) dan persamaan (3).

. TP+TN
akurasi = TPrTNIFPEN X 100% 1)
presisi = TPTfFP x 100% 2)

_ TP
recall = R 100% (3)
HASIL DAN PEMBAHASAN

Pengumpulan Data

Pengumpulan data dalam penelitian ini dilakukan melalui dua langkah utama. Pertama,
dilakukan sesi wawancara bersama tenaga pendamping sosial PKH dan perwakilan dari Dinas Sosial
Kabupaten Wakatobi. Tujuannya adalah untuk mendapatkan gambaran menyeluruh mengenai proses
penentuan penerima bantuan, termasuk kriteria dan variabel yang digunakan dalam seleksi. Setelah
wawancara memberikan pemahaman yang cukup, tahap selanjutnya adalah menghimpun data
penerima PKH. Dataset yang diperoleh memuat berbagai informasi sosial dan ekonomi yang dianggap
relevan dalam menilai kelayakan seseorang untuk menerima bantuan. Visualisasi dari data yang
berhasil dikumpulkan dapat dilihat pada Gambar 2.

—
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Gambear 2. Data Hasil Pengumpulan

Gambar 2 menampilkan diagram batang yang menggambarkan sebaran data sebanyak 582 entri
berdasarkan dua kategori pada variabel status, yaitu "YES" dan "NO". Dari visualisasi tersebut, dapat
dilihat bahwa data berstatus "NO" mendominasi dengan jumlah 347, sedangkan kategori "YES" tercatat
sebanyak 235 data. Setiap data memiliki 33 atribut yang digunakan sebagai fitur, serta satu label utama,
yaitu status penerimaan bantuan.

Praproses Data

Pada tahap pra-pemrosesan data, dilakukan penanganan terhadap nilai-nilai yang hilang
menggunakan teknik imputasi dengan pendekatan rata-rata. Metode ini digunakan agar struktur serta
karakteristik asli dari data tetap terjaga. Di samping itu, atribut yang dianggap tidak berpengaruh
terhadap proses klasifikasi, seperti kolom "NO" yang hanya berfungsi sebagai penanda urutan, dihapus
dari dataset karena tidak memberikan nilai informasi dalam analisis. Proses pengisian nilai kosong
menggunakan rata-rata ditampilkan pada Gambar 3.

Process Parameters
Pl o P s i @ H * Replace Missing Values
attribute filter type al
Retrieve SKRIPS| PKH Select Attributes
d b e invert selection
inp c ™ F =N = gl o
h 4 include special attributes
pre ) s

default average

7

columns

Gambar 3. Pengisisan Nilai Kosong

Gambar 3 memperlihatkan tahapan dalam proses mengganti nilai yang kosong dengan nilai rata-
rata. Langkah pertama dilakukan dengan menggunakan fungsi select attributes untuk menyaring
atribut yang memiliki data hilang. Setelah atribut yang mengandung nilai kosong berhasil
diidentifikasi, proses dilanjutkan menggunakan fungsi replace missing values. Pada tahap ini,
parameter yang digunakan adalah average, yang berfungsi menggantikan nilai kosong dengan rata-
rata dari masing-masing atribut tersebut.

Pembagian Data Latih Dan Data Uji

Penelitian ini menerapkan metode evaluasi K-Fold Cross Validation dengan nilai K sebesar 7.
Dengan metode ini, data dibagi menjadi tujuh bagian yang seimbang, di mana setiap bagian secara
bergiliran digunakan sebagai data pengujian, sementara enam bagian lainnya berperan sebagai data
pelatihan. Proses ini dilakukan secara berulang hingga seluruh subset telah berkesempatan menjadi
data uji. Pendekatan ini memastikan bahwa seluruh data dimanfaatkan secara merata, sehingga hasil
evaluasi model menjadi lebih objektif dan tidak bergantung pada satu pola pembagian tertentu. Teknik
ini sangat berguna untuk menilai seberapa baik model dapat menggeneralisasi atau memprediksi data
yang belum pernah dilihat sebelumnya.
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Pembuatan Model

Setelah data melewati tahap pra-pemrosesan, langkah selanjutnya adalah membangun model
klasifikasi dengan menggunakan tiga algoritma yang cukup dikenal, yaitu K-Nearest Neighbor (KNN)
dan C4.5. Algoritma KNN bekerja dengan mengklasifikasikan data berdasarkan kedekatannya
terhadap data lain yang labelnya sudah diketahui. Sementara itu, C4.5 menyusun model dalam bentuk
pohon keputusan dengan mempertimbangkan seberapa besar kontribusi masing-masing atribut dalam
membedakan kelas. Kedua metode ini digunakan untuk dibandingkan tingkat akurasinya guna
mengetahui mana yang paling efektif dalam melakukan klasifikasi pada dataset yang tersedia. Ilustrasi
dari proses ini dapat dilihat pada Gambar 4.

Decision Tree Apply Model (3) Performance C4.5 (F...
Lic] tra rmod mod mod mod lab lab % per ies
T e the (| tes wl F med per exa per
wei thr per
k-HN Apply Model Performance KHN

L] tra mod mod mod _ od lab lab % per tes
' ea the((E—@un ® med per exa per
thr per

Gambar 4. Pembuatan Model

Hasil Pembuatan Model
1. KNN

Evaluasi terhadap performa algoritma KNN dalam perangkat lunak RapidMiner difokuskan
pada duakelas, yaitu "YES" dan "NO". Penilaian dilakukan menggunakan confusion matrix serta metrik
evaluasi seperti akurasi, presisi, dan recall. Evaluasi ini bertujuan untuk mengukur sejauh mana model

mampu membedakan antara kedua kategori tersebut secara akurat. Hasil analisis kinerja dari algoritma
KNN ditampilkan pada Gambar 5.

accuracy: 81.44% +/- 5.70% (micro average: 81.44%)

true YES true NO class precision
pred. YES 225 93 69.66%
pred. NOQ 10 249 96.14%
class recall 95.74% T1.76%

Gambar 5. Hasil KNN

Algoritma KNN menunjukkan tingkat akurasi sebesar 81,44%. Presisi untuk kelas "NO"
tergolong tinggi, mencapai 96,14%, sedangkan untuk kelas "YES" nilainya lebih rendah, yaitu 69,66%.
Sementara itu, nilai recall pada kelas "YES" sangat baik, yakni 95,74%, yang mengindikasikan
kemampuan model dalam mengenali data positif cukup kuat. Sebaliknya, recall untuk kelas "NO"
masih belum optimal dan memiliki ruang untuk peningkatan.

Temuan ini mengisyaratkan bahwa model cenderung lebih responsif terhadap data penerima
bantuan ("YES"), namun kurang sensitif terhadap data non-penerima ("NO"). Dalam konteks sosial
PKH, hal ini dapat diartikan bahwa model KNN memiliki potensi untuk lebih cepat mengenali keluarga
miskin yang layak menerima bantuan, tetapi masih berisiko mengelompokkan sebagian keluarga yang
sebenarnya tidak layak sebagai penerima. Hal ini penting bagi Dinas Sosial karena dapat memengaruhi
keadilan distribusi bantuan. Visualisasi dari hasil ini disajikan pada Gambar 6.
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KNN

Eakurasi [ presisiyes presisino [Erecall yes BErecall no

9
ik 96,14% 95

90% 81,44%

80% F 1 69,66%
70% f | o
60% | f

40%
30%
20%
10%
0%

KNN

Gambar 6. Visualisasi KNN

2. C45

Evaluasi terhadap algoritma C4.5, yang dikenal sebagai salah satu metode decision tree paling
populer, dilakukan dalam konteks klasifikasi biner antara kelas "YES" dan "NO". Proses evaluasi
memanfaatkan metode K-Fold Cross Validation, disertai dengan penerapan Feature Selection (FS)
untuk mengoptimalkan kinerja model. Hasil evaluasi disajikan dalam bentuk confusion matrix, serta

metrik lain seperti akurasi, presisi, dan recall untuk masing-masing kelas. Visualisasi hasil evaluasi
tersebut dapat dilihat pada Gambar 7.

accuracy: 96.22% +/- 2.02% (micro average: 96.22%)

true YES true MO class precision
pred. YES 223 10 95.71%
pred. NO 12 337 95.56%
class recall 94.89% 97.12%

Gambar 7. Hasil C4.5

Model C4.5 pada Gambar 7 menunjukkan performa klasifikasi yang sangat baik, dengan tingkat
akurasi mencapai 96,22% =+ 2,02%. Dari hasil evaluasi, sebanyak 223 data dengan label "YES" dan 337
data "NO" berhasil diklasifikasikan dengan tepat. Sementara itu, kesalahan klasifikasi terjadi hanya
pada 12 data berlabel "YES" dan 10 data berlabel "NO". Tingkat presisi masing-masing kelas tercatat
sebesar 95,71% untuk "YES" dan 96,56% untuk "NO", sedangkan recall-nya adalah 94,89% untuk "YES"
dan 97,12% untuk "NO".

Angka-angka ini menunjukkan bahwa model memiliki kemampuan yang seimbang dalam
mengenali kedua kelas dengan akurasi tinggi. Dalam konteks sosial PKH, performa ini menandakan
bahwa C4.5 mampu memberikan rekomendasi yang lebih objektif dan konsisten dalam menentukan
calon penerima bantuan. Hal ini sangat penting dalam praktik penyaluran bantuan sosial, di mana
kesalahan dalam pengambilan keputusan dapat berdampak langsung pada keluarga miskin yang
seharusnya menerima bantuan namun terlewat, atau sebaliknya, keluarga yang tidak layak namun
terdata sebagai penerima.

Struktur pohon keputusan hasil dari algoritma C4.5 dapat dilihat pada Gambar 8, yang telah
melalui proses feature selection untuk memastikan hanya atribut-atribut paling relevan yang
digunakan dalam menentukan kelayakan penerima bantuan.
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Tabung Gas
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iya tidak
NO

Computer/laptop
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Gambar 8. Pohon Keputusan

Pohon keputusan pada Gambar 8 memperlihatkan bahwa proses klasifikasi mempertimbangkan
kepemilikan aset rumah tangga sebagai salah satu indikator utama kondisi ekonomi. Pola ini
mencerminkan kondisi nyata masyarakat Wakatobi, di mana jumlah dan jenis aset seperti alat
elektronik, kendaraan, atau perabotan sering kali menjadi ukuran ekonomi keluarga. Semakin sedikit
jumlah aset yang dimiliki, semakin besar peluang dikategorikan sebagai penerima bantuan. Dengan
demikian, model ini tidak hanya menunjukkan performa komputasional yang tinggi, tetapi juga

memiliki relevansi sosial dalam menggambarkan realitas kemiskinan lokal. Hasil dari algoritma C4.5
divisualisasikan secara lebih rinci pada Gambar 9.

C4.5
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Gambar 9. Hasil C4.5

Perbandingan Algoritma

Berdasarkan hasil evaluasi, algoritma C4.5 menunjukkan performa yang lebih unggul
dibandingkan KNN. C4.5 mencatatkan akurasi sebesar 96,22%, sementara KNN menghasilkan 81,44%.
Perbedaan ini menunjukkan bahwa C4.5 lebih efektif dan stabil dalam mengklasifikasikan data
penerima bantuan PKH.

Secara sosial, hal ini mengindikasikan bahwa penerapan algoritma C4.5 lebih mampu membantu
proses seleksi calon penerima bantuan secara adil dan terukur, sehingga dapat mendukung
transparansi serta efisiensi kebijakan penyaluran bantuan sosial oleh pemerintah daerah. Perbandingan
visual antara kedua algoritma tersebut ditampilkan pada Gambar 10.
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PERBANDINGAN ALGORITMA
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Gambar 10. Perbandingan Hasil Algoritma

Untuk memberikan gambaran yang lebih jelas mengenai performa masing-masing algoritma,
berikut disajikan tabel perbandingan hasil evaluasi berdasarkan metrik akurasi, presisi, dan recall.
Tabel ini bertujuan untuk memperkuat analisis yang dapat dijadikan acuan dalam menilai efektivitas
masing-masing metode klasifikasi. Dapat dilihat pada Tanbel 1.

Tabel 1 Hasil Perbandingan

Algoritma KNN C4.5
Akurasi 81,44% 96,22%
Presisi Yes 69,66% 95,71%
Presisi No 96,14% 96,56%
Recall Yes 95,74% 94,89%
Recall no 71,76% 97,12%

KESIMPULAN

Penelitian ini menunjukkan bahwa algoritma C4.5 memiliki kinerja yang lebih unggul
dibandingkan K-Nearest Neighbor (KNN) dalam melakukan klasifikasi penerima bantuan Program
Keluarga Harapan (PKH). Dengan tingkat akurasi mencapai 96,22%, algoritma C4.5 terbukti mampu
menghasilkan klasifikasi yang lebih seimbang antara kategori “layak” dan “tidak layak”, serta
memberikan interpretasi yang jelas melalui struktur pohon keputusan. Keunggulan ini menjadikan
C4.5 sebagai metode yang tepat untuk membantu proses seleksi penerima bantuan secara lebih objektif
dan transparan, karena setiap keputusan didasarkan pada atribut-atribut yang relevan seperti
kepemilikan aset, kondisi ekonomi, dan faktor rumah tangga lainnya. Meskipun demikian, penelitian
ini memiliki beberapa keterbatasan. Pertama, dataset yang digunakan masih terbatas yaitu 582 entri
saja pada wilayah Kabupaten Wakatobi, sehingga hasil model belum tentu sepenuhnya mewakili
kondisi daerah lain dengan karakteristik sosial ekonomi berbeda. Kedua, faktor-faktor sosial seperti
partisipasi masyarakat, dinamika keluarga, atau kebijakan lokal belum sepenuhnya dimasukkan ke
dalam variabel penelitian, sehingga potensi pengaruhnya terhadap hasil klasifikasi belum dapat
dievaluasi secara menyeluruh.

Untuk penelitian selanjutnya, disarankan agar dilakukan pengumpulan data dengan cakupan
wilayah yang lebih luas serta penambahan variabel sosial dan ekonomi lain yang dapat mempengaruhi
penentuan kelayakan penerima bantuan. Selain itu, model C4.5 dapat dikembangkan lebih lanjut
melalui kombinasi dengan teknik machine learning lain atau integrasi ke dalam sistem digital berbasis
aplikasi/web agar hasilnya dapat diterapkan langsung dalam proses pendataan dan penyaluran
bantuan sosial secara efektif dan efisien.
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