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Artikel Info 
 

Kata Kunci: 
Abstrak: Kelulusan mahasiswa merupakan salah satu indikator 

utama kinerja perguruan tinggi yang dipengaruhi oleh berbagai 

faktor akademik dan non-akademik. Penelitian ini bertujuan untuk 

membangun model prediksi kelulusan mahasiswa menggunakan 

pendekatan machine learning dengan membandingkan kinerja tiga 

algoritma, yaitu Decision Tree, dan Naive Bayes. Dataset yang 

digunakan berjumlah 200 data mahasiswa, dengan variabel 

prediktor yang meliputi IPK kumulatif, jumlah SKS, tingkat 

kehadiran, jumlah remedial, status beasiswa, keaktifan organisasi, 

serta latar belakang ekonomi. Hasil penelitian menunjukkan bahwa 

algoritma Decision Tree memberikan performa terbaik dengan 

akurasi sebesar 93%, precision 94%, recall 95%, dan F1-Score 94%. 

sedangkan Naive Bayes memperoleh akurasi 88%. Faktor-faktor 

utama yang mempengaruhi kelulusan mahasiswa berdasarkan 

model Decision Tree adalah IPK, tingkat kehadiran, jumlah 

pengulangan mata kuliah, serta keaktifan organisasi dan status 

beasiswa. Model yang dihasilkan diharapkan dapat digunakan 

sebagai alat bantu pengambilan keputusan bagi perguruan tinggi 

dalam melakukan monitoring akademik dan deteksi dini mahasiswa 

yang berpotensi mengalami keterlambatan kelulusan. 

 

Abstract: Student graduation is one of the main indicators of university 

performance which is influenced by various academic and non-academic 

factors. This study aims to build a prediction model for student graduation 

using a machine learning approach by comparing the performance of three 

algorithms, namely Decision Tree, and Naive Bayes. The dataset used is 200 

student data, with predictor variables including cumulative GPA, number 

of credits, attendance rate, number of remedial courses, scholarship status, 

organizational activity, and economic background. The results of the study 

show that the Decision Tree algorithm provides the best performance with an 

accuracy of 93%, precision 94%, recall 95%, and F1-Score 94% while Naive 

Bayes obtains an accuracy of 88%. The main factors that influence student 

graduation based on the Decision Tree model are GPA, attendance rate, 

number of repeat courses, and organizational activity and scholarship status. 

The resulting model is expected to be used as a decision-making tool for 

universities in conducting academic monitoring and early detection of 

students who have the potential to experience delays in graduation. 
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PENDAHULUAN 

Tingkat kelulusan mahasiswa, terutama kelulusan tepat waktu, merupakan indikator utama 

dalam menilai mutu pendidikan tinggi di Indonesia. Indikator ini mencerminkan efisiensi internal dan 

efektivitas proses pembelajaran di suatu institusi. Keberhasilan mahasiswa menyelesaikan studi dalam 

kurun waktu yang ditentukan menunjukkan kualitas pengelolaan akademik dan layanan pendukung 

yang disediakan oleh perguruan tinggi. Dalam sistem akreditasi nasional, baik oleh Badan Akreditasi 

Nasional Perguruan Tinggi (BAN-PT) maupun Lembaga Akreditasi Mandiri Pendidikan Tinggi 

Kesehatan (LAM-PTKes), tingkat kelulusan menjadi salah satu komponen evaluasi utama terhadap 

program studi maupun institusi. Pada instrumen IAPS 4.0 dari BAN-PT, indikator tingkat kelulusan 

tepat waktu terdapat pada Kriteria 7: Luaran dan Capaian Tridharma, yang menilai efektivitas program 

studi dalam menghasilkan lulusan secara tepat waktu. Data kelulusan ini digunakan dalam 

perhitungan Indeks Kinerja Program Studi (IKPS) yang berkontribusi besar terhadap skor akreditasi. 

Selain itu, Instrumen Akreditasi Perguruan Tinggi (IAPT 3.0) juga memuat metrik serupa dalam 

menilai keberhasilan akademik secara institusional. Semakin tinggi proporsi lulusan tepat waktu, maka 

semakin tinggi pula skor mutu yang diberikan. Sementara itu, LAM-PTKes menilai kelulusan tepat 

waktu dalam Standar 7 (Luaran Pendidikan). Dalam instrumen versi 3.0, indikator ini tidak hanya 

mengukur kecepatan studi, tetapi juga keberhasilan mahasiswa dalam mengikuti uji kompetensi serta 

kesesuaian bidang kerja setelah lulus. LAM-PTKes menetapkan bahwa program studi yang ingin 

memperoleh peringkat akreditasi unggul harus menunjukkan proporsi lulusan tepat waktu pada 

rentang tertentu, seperti ≥80% untuk program sarjana dalam ≤4 tahun. 

Urgensi indikator ini didasari oleh kenyataan bahwa tingkat kelulusan berkorelasi langsung 

dengan kinerja institusi secara menyeluruh(Faradillah et al., 2020). Institusi yang mampu menjaga 

kelulusan tepat waktu menunjukkan bahwa sistem kurikulum, strategi pembelajaran, dan layanan 

akademik berjalan dengan optimal(Nuryasin, 2018). Selain sebagai parameter evaluasi, informasi 

kelulusan juga penting dalam proses perbaikan mutu berkelanjutan, serta menjadi acuan dalam 

penyusunan kebijakan akademik(Hou et al., 2022; Legowo et al., 2020). Oleh karena itu, upaya untuk 

memprediksi dan meningkatkan kelulusan mahasiswa menjadi langkah strategis, baik untuk 

pengembangan kualitas pendidikan maupun untuk mempertahankan akreditasi unggul(Irsyada et al., 

2018). Persentase mahasiswa yang lulus tepat waktu tidak hanya berpengaruh pada citra dan reputasi 

kampus, tetapi juga berdampak langsung terhadap peringkat akreditasi. Institusi dengan tingkat 

kelulusan rendah berisiko mendapat penilaian buruk dalam butir efisiensi studi, yang pada akhirnya 

dapat menurunkan nilai akreditasi. Sebaliknya, institusi yang mampu mengelola dan memantau 

performa mahasiswa secara baik memiliki peluang lebih besar untuk mempertahankan atau 

meningkatkan akreditasinya. Oleh karena itu, kemampuan untuk memprediksi kelulusan mahasiswa 

sejak dini merupakan kebutuhan strategis dalam upaya menjaga mutu pendidikan(Figurek et al., 2022; 

Hernawan et al., 2019; Legowo, 2018). Faktor-faktor yang mempengaruhi kelulusan mahasiswa sangat 

beragam, seperti IPK kumulatif, jumlah SKS yang diambil, tingkat kehadiran, jumlah pengulangan 

mata kuliah, status beasiswa, aktivitas organisasi, hingga latar belakang ekonomi(Annizar et al., 2021; 

Nalim et al., 2021). Dengan adanya digitalisasi data akademik, kini tersedia banyak data historis yang 

dapat dianalisis untuk mendapatkan pola-pola prediktif terhadap kelulusan mahasiswa(Andriansyah 

& Fridayanthie, 2023; Lumbanraja et al., 2021; Zeng et al., 2021). 

Dalam hal ini, metode machine learning dapat dimanfaatkan untuk membangun model prediktif 

yang mampu mengklasifikasikan apakah seorang mahasiswa berpotensi lulus tepat waktu atau 

tidak(Ha et al., 2023; Luchia et al., 2022; Satria et al., 2023; Zhou et al., 2020). Algoritma Decision 

Tree dan Naive Bayes merupakan dua algoritma populer dalam machine learning yang banyak 

digunakan dalam permasalahan klasifikasi(Astuti & Astuti, 2022; Mega Santoni et al., 2020; Wijaya & 

Santoso, 2016). Decision Tree memiliki keunggulan dalam hal interpretasi hasil, sedangkan Naive Bayes 

dikenal sederhana dan efisien pada data berukuran besar (Astuti & Astuti, 2022; Damuri et al., 2021; 

Mega Santoni et al., 2020). Platform RapidMiner dipilih dalam penelitian ini karena mampu 

menyederhanakan proses analisis data dengan antarmuka visual dan tanpa perlu pengkodean 

kompleks. Melalui penelitian ini, akan dibangun dan dibandingkan dua model prediksi kelulusan 
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mahasiswa menggunakan algoritma Decision Tree dan Naive Bayes. Hasil dari penelitian ini 

diharapkan dapat menjadi masukan bagi perguruan tinggi dalam merancang strategi pembinaan 

akademik, serta sebagai dasar pengambilan keputusan dalam upaya mempertahankan dan 

meningkatkan mutu serta status akreditasi institusi. 

 

METODE 

Tahapan penelitian ini diawali dengan proses Load Dataset, yaitu mengumpulkan data historis 

mahasiswa yang memuat informasi relevan seperti indeks prestasi kumulatif (IPK), jumlah SKS yang 

ditempuh, tingkat kehadiran, aktivitas organisasi, data demografis, serta status kelulusan mahasiswa 

(lulus atau tidak lulus tepat waktu). Data yang diperoleh kemudian memasuki tahap Data Cleaning atau 

pembersihan data. Pada tahap ini dilakukan penghapusan data duplikat, penanganan data kosong 

(missing values), koreksi kesalahan input, serta transformasi variabel kategorikal menjadi format 

numerik yang dapat dibaca oleh algoritma machine learning. Pembersihan data sangat penting agar 

kualitas data yang digunakan benar-benar mencerminkan kondisi yang sesungguhnya, sekaligus 

meminimalisir kesalahan hasil model akibat kualitas data yang buruk(Ainurrohmah, 2021; Hidayat et 

al., 2023; Nahjan et al., 2023; Hartono et al., 2024). 

Setelah data dinyatakan bersih, dilakukan proses Data Splitting dengan cara membagi dataset 

menjadi dua bagian, yaitu data latih (training set) dan data uji (testing set), dengan proporsi umum 70% 

untuk pelatihan dan 30% untuk pengujian. Data training digunakan untuk membangun model 

prediksi, sedangkan data testing digunakan untuk mengevaluasi performa model yang telah dibangun. 

Proses pembagian ini penting agar model yang dihasilkan mampu melakukan generalisasi terhadap 

data baru, bukan hanya sekadar menghafal data latih. Selanjutnya dilakukan tahap Model 

Building dengan menerapkan dua algoritma berbeda, yaitu Decision Tree dan Naive Bayes. 

Algoritma Decision Tree membangun model berupa struktur pohon keputusan yang secara hierarkis 

memecah data berdasarkan variabel-variabel paling signifikan dalam mempengaruhi kelulusan. 

Sementara itu, algoritma Naive Bayesmenggunakan prinsip probabilistik dengan asumsi independensi 

antar fitur untuk menghitung kemungkinan mahasiswa lulus atau tidak lulus. Kedua model dibangun 

secara paralel untuk dibandingkan performanya. Setelah kedua model terbentuk, dilakukan 

tahap Model Evaluation untuk mengukur kinerja masing-masing model dengan menggunakan data uji. 

Evaluasi dilakukan menggunakan beberapa metrik penting, yaitu akurasi (tingkat ketepatan prediksi 

secara keseluruhan), presisi (tingkat ketepatan model dalam memprediksi kelulusan), recall 

(kemampuan model dalam mendeteksi semua mahasiswa yang benar-benar lulus), serta F1-score (rata- 

rata harmonis antara precision dan recall). Selain itu, confusion matrix juga digunakan untuk melihat 

distribusi prediksi benar dan salah dari masing-masing model. Tahap terakhir adalah Perbandingan & 

Analisis Hasil, di mana hasil evaluasi kedua model dibandingkan untuk menentukan algoritma mana 

yang menghasilkan prediksi lebih akurat. Selain itu, dilakukan analisis terhadap variabel-variabel yang 

paling berpengaruh berdasarkan hasil model, sehingga hasil penelitian dapat memberikan 

rekomendasi konkret kepada pihak perguruan tinggi dalam merancang strategi pembinaan akademik 

yang lebih tepat sasaran serta sebagai dasar pengambilan keputusan untuk peningkatan mutu 

pendidikan dan akreditasi institusi. Ringkasan tahapan penelitian dapat dilihat pada Gambar 1. 

 

 

 

 

 

 

 

 

 

 

 



669 

DECODE: Jurnal Pendidikan Teknologi Informasi, 5(2) (2025): 666-672 

Faradillah, Muhammad Fadhiel Alie, Imelda Saluza 

 

Gambar 1. Tahapan Penelitian 

 

HASIL DAN PEMBAHASAN 

Penelitian ini menggunakan dataset sebanyak 200 data mahasiswa Fakultas Ilmu Komputer 

Universitas IGM, yang mencakup variabel akademik maupun non-akademik. Variabel-variabel 

tersebut adalah IPK kumulatif, jumlah SKS yang diambil, tingkat kehadiran, jumlah mata kuliah yang 

diulang (remedial), status beasiswa, keaktifan organisasi, latar belakang ekonomi, dan status kelulusan. 

Hasil deskripsi awal data menunjukkan rata-rata IPK mahasiswa sebesar 3,15 dengan rentang 2,30–

4,00. Rata-rata kehadiran mahasiswa adalah 88%, dengan rata-rata remedial sebanyak 1,3 mata kuliah. 

Komposisi mahasiswa yang menerima beasiswa sebesar 53% dan yang aktif di organisasi sebesar 58%. 

Adapun proporsi kelulusan menunjukkan 68% mahasiswa dinyatakan lulus tepat waktu. Berikut ini 

tahapan analisis menggunakan Rapidminer dapat dilihat pada Gambar 1. 
 

  

Gambar 1 Tahapan Analisis pada Rapidminer 

Tahap preprocessing mencakup penghapusan simbol persen (%) pada variabel kehadiran, 

konversi atribut beasiswa dan organisasi menjadi binominal, serta menetapkan variabel kelulusan 

sebagai target (label). Data dipastikan bersih dari missing value sebelum dilakukan pemodelan. 

Eksperimen prediksi kelulusan mahasiswa dilakukan dengan membandingkan tiga algoritma machine 

learning, yaitu Decision Tree, dan Naive Bayes, dengan pembagian data 70% training dan 30% testing. 

Berikut adalah confusion matrix yang dihasilkan dirangkum pada Tabel 1. 

Tabel 1. Confusion Matrix 

Actual / Predicted Lulus Tidak Lulus 

Lulus 128 4 

Tidak Lulus 3 25 
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 Tabel 2. Hasil Perbandingan Skenario Pengujian  
                 Skenario 1  Skenario 3  

Algoritma Decision Tree Naive Bayes 

Akurasi % 93 88 

Precision % 94 89 

Recall % 95 90 
 F1 Score  94  89  

 

Berdasarkan Tabel 2 Model Decision Tree menunjukkan performa terbaik setelah dilakukan 

pengaturan parameter optimal. Akurasi model mencapai 93%, dengan precision 94%, recall 95%, dan 

F1-score 94%. Model ini mampu mengklasifikasikan hampir seluruh mahasiswa secara tepat, baik 

untuk kategori lulus maupun tidak lulus. Model Naive Bayes menghasilkan akurasi sebesar 88%, 

precision 89%, recall 90%, dan F1-score 89%. Kinerja Naive Bayes lebih rendah dibandingkan model 

sebelumnya, kemungkinan disebabkan oleh adanya korelasi antar variabel prediktor. 

Hasil penelitian menunjukkan bahwa Decision Tree merupakan model terbaik untuk 

memprediksi kelulusan mahasiswa pada penelitian ini. Faktor-faktor utama yang berpengaruh 

terhadap kelulusan mahasiswa berdasarkan pohon keputusan adalah IPK, tingkat kehadiran, jumlah 

remedial, keaktifan organisasi, dan status beasiswa. Mahasiswa dengan IPK di atas 3,20, tingkat 

kehadiran lebih dari 90%, serta jumlah remedial minimal, hampir seluruhnya lulus tepat waktu. 

Dukungan beasiswa dan keaktifan dalam organisasi turut memperbesar peluang kelulusan, karena 

berkontribusi dalam meningkatkan motivasi dan pengembangan softskill mahasiswa. Model yang 

dihasilkan dapat digunakan oleh perguruan tinggi untuk mendeteksi dini mahasiswa yang berpotensi 

mengalami keterlambatan kelulusan, sehingga intervensi pembinaan akademik dapat dilakukan secara 

tepat waktu(Alwarthan et al., 2022; Hidayat et al., 2023; Isnan & Ikhwan, 2024; Hartono et al., 2024; 

Wang, 2007). 

 

 

KESIMPULAN 

Berdasarkan hasil penelitian yang telah dilakukan menggunakan dataset 200 mahasiswa, 

penerapan tiga algoritma machine learning yaitu Decision Tree, dan Naive Bayes menunjukkan hasil 

yang cukup baik dalam memprediksi kelulusan mahasiswa. Namun, secara keseluruhan, terdapat 

perbedaan performa antar model. Model Decision Tree menunjukkan kinerja terbaik dengan akurasi 

mencapai 93%, precision 94%, recall 95%, dan F1-Score 94%. Model ini juga menghasilkan confusion 

matrix yang sangat baik dengan tingkat kesalahan klasifikasi yang sangat rendah. Keunggulan Decision 

Tree terletak pada kemampuannya mengidentifikasi pola kompleks dari kombinasi beberapa faktor 

prediktor secara hierarkis, serta menghasilkan model yang mudah diinterpretasikan dalam bentuk 

aturan. Sementara itu, model Naive Bayes memiliki performa yang lebih rendah dengan akurasi 88%, 

kemungkinan karena asumsi independensi antar variabel yang tidak sepenuhnya terpenuhi dalam data 

ini. Dengan demikian, model Decision Tree dipilih sebagai model terbaik dalam penelitian ini untuk 

memprediksi kelulusan mahasiswa, karena memiliki akurasi tertinggi, performa evaluasi yang stabil, 

serta interpretasi model yang jelas dan mudah dipahami oleh pengambil kebijakan di lingkungan 

perguruan tinggi. 
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