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Abstrak: Identifikasi varietas ikan hias Carassius auratus dengan 

keanekaragaman morfologi yang tinggi masih sering dilakukan 

secara manual, sehingga menimbulkan kesulitan bagi para pecinta 

ikan hias maupun pelaku akuakultur dalam membedakan jenisnya 

secara tepat. Kondisi ini menuntut adanya solusi berbasis teknologi 

yang mampu memberikan hasil identifikasi lebih cepat, praktis, dan 

presisi. Penelitian ini bertujuan untuk mengembangkan model 

klasifikasi citra menggunakan pendekatan Convolutional Neural 

Network (CNN) dengan arsitektur custom sequential sebagai sistem 

identifikasi visual otomatis. Tahapan penelitian dilakukan melalui 

pengumpulan 2.080 citra ikan yang mewakili delapan kelas varietas, 

dilanjutkan dengan proses pra-pemrosesan data agar citra siap 

digunakan pada tahap pelatihan model. Arsitektur CNN yang 

dibangun terdiri dari tujuh lapisan konvolusi dengan jumlah filter 

bertingkat mulai dari 32 hingga 256, disertai proses pooling, aktivasi 

ReLU, transformasi flatten, serta lapisan fully connected dengan 

mekanisme dropout untuk mengurangi overfitting, dan diakhiri 

dengan fungsi aktivasi softmax sebagai klasifikasi multi-kelas. Hasil 

eksperimen menunjukkan bahwa model mampu mengklasifikasikan 

citra ikan hias dengan tingkat akurasi mencapai 93,03% serta 

menghasilkan prediksi data uji secara konsisten tepat. Penelitian ini 

berkontribusi dalam menghadirkan pendekatan klasifikasi berbasis 

citra yang efisien, akurat, dan aplikatif, sehingga dapat mendukung 

proses identifikasi varietas ikan hias dalam industri akuakultur 

secara lebih modern dan berbasis teknologi. 
 

Abstract: The identification of ornamental fish varieties, particularly 

Carassius auratus with its high morphological diversity, is still often carried 

out manually, creating difficulties for ornamental fish enthusiasts as well as 

aquaculture practitioners in distinguishing species accurately. This 

condition requires a technology-based solution that is able to provide faster, 

practical, and precise identification results. This study aims to develop an 

image classification model using a Convolutional Neural Network (CNN) 

approach with a custom sequential architecture as an automatic visual 

identification system. The research stages were conducted by collecting 

2,080 fish images representing eight variety classes, followed by data 

preprocessing to prepare the images for the model training stage. The CNN 

architecture was designed with seven convolutional layers consisting of 

progressively increasing filters ranging from 32 to 256, accompanied by 

pooling processes, ReLU activation, flatten transformation, and fully 

connected layers with dropout mechanisms to reduce overfitting, and 

finalized with a softmax activation function for multi-class classification. 
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The experimental results show that the model is capable of classifying 

ornamental fish images with an accuracy rate of 93.03% and producing 

consistently accurate predictions on test data. This study contributes by 

providing an efficient, accurate, and applicable image-based classification 

approach, which supports the identification of ornamental fish varieties in 

the aquaculture industry in a more modern and technology-driven manner. 

Corresponding Author: 
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Email: diah.mcfdz@gmail.com 

 

PENDAHULUAN 

Ikan hias Carassius auratus dikenal sebagai salah satu spesies yang paling diminati dalam dunia 

akuakultur (Maia et al., 2025) dan perdagangan ikan hias. Kepopuleran spesies ini didukung oleh 

keberagaman varietasnya yang memiliki bentuk tubuh dan warna yang sangat variatif (Hu & Lima, 

2024). Namun, keberagaman ini justru menimbulkan tantangan tersendiri, terutama dalam proses 

identifikasi visual. Baik pecinta ikan hias maupun pelaku industri akuakultur kerap mengalami 

kesulitan dalam membedakan tiap varietas secara tepat(Biondo & Burki, 2020). Kesalahan dalam 

mengidentifikasi jenis ikan tidak hanya berimplikasi pada aspek estetika(Tarihoran et al., 2024), tetapi 

juga dapat memengaruhi efektivitas budidaya, strategi pemasaran, hingga nilai jual di pasar. 

Mengingat pentingnya akurasi dalam proses tersebut, dibutuhkan sistem klasifikasi berbasis teknologi 

visual yang mampu memberikan hasil yang efisien dan konsisten. Beberapa pendekatan berbasis citra 

digital dan pembelajaran mesin telah dikembangkan dalam berbagai studi sebelumnya untuk 

menjawab permasalahan serupa. 

Penelitian (Multajam et al., 2024) memanfaatkan kecerdasan buatan dalam bidang akuakultur 

dengan mengembangkan model klasifikasi untuk menentukan indukan awal (early breeder) pada ikan 

hias Carassius auratus. Penelitian ini menggunakan tiga pendekatan jaringan saraf tiruan, yaitu Learning 

Vector Quantization Neural Network (LVQNN), Probabilistic Neural Network (PNN), dan Pattern 

Recognition Neural Network (PRNN). Ketiganya diuji pada dataset berisi 120 sampel ikan dengan tujuh 

parameter input morfometrik seperti berat hidup, panjang tubuh, dan tinggi kepala. Hasil analisis 

menunjukkan bahwa ketiga model ANN memiliki kemampuan klasifikasi yang cukup baik, namun 

PRNN menunjukkan performa paling unggul dalam hal akurasi, presisi, dan sensitivitas.  Penelitian 

dalam mengidentifikasi tiga spesies ikan hias Carassius auratus, yaitu: Fantail, Oranda, dan Ranchu 

dilakukan (Aristoteles et al., 2021) dengan pendekatan pengenalan pola berbasis kecerdasan buatan. 

Metode yang digunakan mencakup proses ekstraksi ciri menggunakan Gabor filter dan klasifikasi 

menggunakan PNN. Gabor filter digunakan untuk mengekstraksi fitur tekstur dari citra ikan 

berdasarkan parameter seperti frekuensi, orientasi, dan ukuran kernel, yang kemudian menghasilkan 

vektor fitur untuk proses klasifikasi. Hasil penelitian menunjukkan bahwa kombinasi parameter kernel 

size 5x5, frekuensi 3, dan orientasi 5 mampu menghasilkan akurasi hingga 100%.  

Penelitian (Moralista & Rueda, 2023) mengusulkan model klasifikasi dan deteksi penyakit ikan 

pada sistem akuakultur menggunakan pendekatan deep learning berbasis CNN yang dikustomisasi 

dengan arsitektur ResNet-50. Studi ini difokuskan pada tiga jenis ikan ekonomis penting dalam 

akuakultur India, yaitu Mrigala, Catla, dan Rohu. Model dikembangkan untuk mengklasifikasikan 

spesies ikan sekaligus mendeteksi jenis penyakit yang diderita, mengingat infeksi pada ikan, baik akibat 

patogen alami maupun polutan lingkungan yang merupakan tantangan utama dalam budidaya. Hasil 

evaluasi menunjukkan bahwa ResNet-50 memiliki kinerja klasifikasi yang sangat baik dalam 

membedakan ketiga spesies ikan dan kondisi kesehatannya. Penelitian (Haddad & Mohammed, 2024) 

mengembangkan sistem deteksi dan klasifikasi penyakit ikan berbasis deep learning, khususnya 

menggunakan arsitektur Convolutional Neural Networks (CNN), untuk meningkatkan akurasi diagnosis 

penyakit pada budidaya ikan. Model CNN dirancang menggunakan pendekatan berlapis dengan 

aktivasi ReLU dan pooling, serta dilatih menggunakan Keras Sequential API. Hasil eksperimen 

menunjukkan akurasi tinggi dalam mendeteksi berbagai penyakit ikan secara otomatis, didukung oleh 
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nilai precision dan recall yang seimbang. Penelitian ini juga menyoroti urgensi sistem pemantauan 

penyakit yang efisien di tengah ancaman perubahan iklim terhadap kesehatan ikan, serta pentingnya 

penerapan teknologi seperti Big Data, IoT, dan robotika dalam pengelolaan perikanan yang 

berkelanjutan. 

Studi-studi sebelumnya dalam klasifikasi ikan hias air tawar, khususnya spesies Carassius 

auratus, umumnya berfokus pada aspek terbatas. Multajam et al. (2024) hanya mengeksplorasi 

klasifikasi berdasarkan parameter morfometrik menggunakan jaringan saraf tiruan, sementara 

Aristoteles et al. (2021) memanfaatkan pendekatan berbasis fitur tekstur (Gabor filter) untuk mengenali 

tiga varietas. Di sisi lain, penelitian berbasis deep learning seperti yang dilakukan oleh Moralista & Rueda 

(2023) serta Haddad & Mohammed (2024) lebih menitikberatkan pada klasifikasi spesies ikan konsumsi 

dan deteksi penyakit, bukan pada varietas ornamental. Belum ada penelitian yang secara menyeluruh 

menerapkan proses scraping mandiri, augmentasi citra lengkap, dan pelatihan CNN dari awal untuk 

mengklasifikasikan berbagai varietas ikan hias jenis goldfish secara visual. Hal ini menunjukkan adanya 

celah penelitian dalam pengembangan sistem klasifikasi otomatis berbasis visual untuk spesies 

ornamental dengan karakteristik morfologi yang sangat mirip. 

Penelitian ini mengusulkan pendekatan melalui pengembangan Model Convolutional Neural 

Network (CNN) Custom Sequential untuk klasifikasi citra ikan hias Carassius auratus dalam mendukung 

kebutuhan industri akuakultur. Penelitian ini memanfaatkan dataset delapan varietas goldfish dengan 

total 2080 citra. Seluruh gambar diproses melalui pipeline preprocessing komprehensif, termasuk resize, 

augmentasi (rescale, rotasi, horizontal flip), dan pembagian data latih dan validasi. Model CNN yang 

dikembangkan terdiri dari tujuh lapisan konvolusi dengan kombinasi filter 32 sampai 256, pooling layer, 

flatten, dense, dropout, serta fungsi aktivasi ReLU dan Softmax. Kontribusi utama dari studi ini terletak 

pada rancangan arsitektur CNN yang dibangun dari awal (custom sequential) dan disesuaikan secara 

spesifik untuk kebutuhan klasifikasi multikategori ikan hias dengan tingkat akurasi tinggi, yang dapat 

digunakan sebagai dasar sistem identifikasi otomatis dalam industri budidaya ikan hias berbasis citra 

digital. 

 

METODE  

Pada penelitian ini, diimplementasikan penggunaan Model CNN Custom Sequential dalam 

melakukan Klasifikasi citra ikan hias Carassius auratus seperti dapat dilihat pada Gambar 1. 

 
Gambar 1. Metode Penelitian Klasifikasi Citra Ikan Hias Carassius Auratus 

Gambar 1. menggambarkan alur metodologi yang digunakan dalam penelitian ini untuk 

melakukan klasifikasi citra ikan hias Carassius auratus. Proses dimulai dengan tahap scraping data dari 

sumber daring untuk memperoleh dataset citra ikan hias. Selanjutnya, dilakukan pembagian dataset 

menjadi data latih dan data validasi (data splitting). Tahap berikutnya adalah praproses citra yang 

mencakup resize untuk menyeragamkan ukuran gambar dan augmentasi data guna memperluas 

variasi data pelatihan. Proses augmentasi mencakup transformasi rescaling, rotasi, dan horizontal 

flipping. Setelah data siap, model CNN disusun dengan pendekatan custom sequential. Model 

kemudian dilatih melalui penyesuaian parameter epoch dan diakhiri dengan evaluasi kinerja 

menggunakan metrik akurasi dan loss function, yang ditampilkan untuk menilai performa klasifikasi 

terhadap dataset yang digunakan. 
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Dataset Ikan Hias Carassius Auratus  

Dataset pada penelitian ini menggunakan dataset Ikan hias Carassius Auratus dengan 

melakukan scraping terhadap google image sejumlah 2080 citra, kemudian dilakukan labelling secara 

manual didapatkan 8 kelas jenis Ikan hias Carassius Auratus dengan rincian seperti dapat dilihat pada 

Tabel 1. 

Tabel 1. Citra Ikan hias Carassius Auratus 

No Citra Jenis  Jumlah Dataset 

1 
 

Oranda 260 

2 
 

Ryukin 260 

3 
 

Choten 260 

4 
 

Bubble Eye 260 

5 
 

Ranchu 260 

6 
 

Pearl Scale 260 

7 
 

Telescope 

Eye 
260 

8 
 

Butterfly 

Tail 
260 

TOTAL CITRA 2080 

 

Split Dataset Ikan hias Carassius Auratus   

Pada tahap pembagian dataset (split dataset), citra ikan hias Carassius auratus dibagi menjadi 

dua kategori utama, yaitu data latih dan data validasi, dengan rasio 80% untuk pelatihan dan 20% untuk 

validasi (Cermakova et al., 2023). Total dataset yang digunakan berjumlah 2080 citra, terdiri dari 

delapan kelas jenis ikan hias, yakni Oranda, Ryukin, Ranchu, Pearl Scale, Telescope Eye, Bubble Eye, 

Butterfly Tail, dan Choten. Masing-masing kelas terdiri atas 260 citra, yang kemudian dibagi menjadi 

208 citra untuk data latih dan 52 citra untuk data validasi. Pembagian ini bertujuan agar model CNN 

dapat belajar secara optimal dari variasi data yang representatif serta diuji kemampuannya secara 

akurat pada data yang belum pernah dilihat sebelumnya. 

 

Resize Citra 

Proses resize citra dilakukan untuk menyesuaikan ukuran citra agar kompatibel dengan 

arsitektur jaringan saraf tiruan yang akan dibangun, serta untuk menyeragamkan dimensi seluruh citra 

dan mengurangi beban komputasi pada tahap pelatihan model. Contoh proses resize ditampilkan pada 

Gambar 2. 

 
Gambar 2. Contoh Proses Resize Citra 
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Dalam penelitian ini, citra ikan hias Carassius auratus yang semula berukuran 1300 x 1058 piksel 

diubah ukurannya menjadi 150 x 150 piksel. Penyesuaian ini penting agar citra dapat diolah secara 

efisien oleh model CNN tanpa kehilangan informasi visual yang esensial(Wojciuk et al., 2024). Jumlah 

total citra yang digunakan sebanyak 2.080 gambar, terbagi secara seimbang ke dalam delapan kelas 

jenis ikan hias, masing-masing terdiri dari 260 citra berformat .jpg.  

 

Augmentasi data 

Tahapan augmentasi data dalam penelitian ini merupakan strategi penting untuk meningkatkan 

generalisasi model dengan memperkaya variasi citra yang tersedia tanpa perlu menambah jumlah data 

asli (Shorten & Khoshgoftaar, 2019). Augmentasi data dilakukan dengan cara memodifikasi citra 

sedemikian rupa sehingga secara visual tetap dikenali oleh manusia sebagai gambar yang sama, tetapi 

dianggap berbeda oleh model pembelajaran mesin. Tujuannya adalah untuk meningkatkan keragaman 

distribusi data latih, meminimalkan overfitting, dan memperkuat kemampuan model dalam mengenali 

objek dari berbagai kondisi visual (Mol & Jose, 2024). Terdapat tiga teknik augmentasi utama yang 

diterapkan pada penelitian ini, yaitu: 

 

1. Rescale 

Berfungsi untuk melakukan normalisasi intensitas piksel dengan mengubah nilai RGB dari 

rentang [0, 255] ke rentang [0.0, 1.0]. Secara matematis, proses ini dapat dinyatakan dengan Persamaan: 

𝐼′ =
𝐼

255
       (1) 

I adalah nilai piksel asli dan I′ adalah nilai piksel setelah normalisasi. Proses ini penting untuk 

mempercepat konvergensi saat pelatihan model untuk mengurangi penyebaran nilai-nilai piksel dalam 

data citra sebelum dinormalisasi (Suhana et al., 2022). Citra digital biasanya memiliki nilai piksel dalam 

rentang 0 hingga 255 (untuk gambar RGB 8 bit). Rentang nilai yang besar seperti ini dapat 

mengakibatkan gradien selama proses training jadi tidak stabil, proses pembelajaran lebih lambat, dan 

model berpotensi kesulitan mencapai minimum loss yang optimal (konvergensi). 

 

2. Rotasi Acak 

Yaitu proses transformasi dengan memutar citra terhadap pusatnya sebesar sudut tertentu yang 

dipilih secara acak dalam rentang tertentu (misalnya ±40 )(D. Li et al., 2022). Secara matematis, rotasi 

dapat digambarkan dengan matriks transformasi rotasi dua dimensi menggunakan Persamaan :  

[
𝑥′
𝑦′

] = [
cos 𝜃 − 𝑠𝑖𝑛𝜃
sin 𝜃     𝑐𝑜𝑠𝜃

] [
𝑥
𝑦]     (2) 

(x,y) adalah koordinat piksel sebelum rotasi dan (x′,y′) setelah rotasi dengan sudut θ. 

 

3. Flip Horizontal 

Yaitu pembalikan citra sepanjang sumbu vertikal. Operasi ini secara matematis dapat diwakili 

oleh transformasi refleksi dengan matriks[
−1 0
0 1

]  yang mengubah posisi piksel (x,y) menjadi (−x,y), 

sehingga  menciptakan efek cermin secara horizontal(Ahmed et al., 2022). 

Ketiga teknik augmentasi tersebut dikombinasikan dan diterapkan secara acak pada seluruh 

dataset sebelum proses pelatihan CNN. Hal ini membantu model belajar dari berbagai kondisi tampilan 

visual yang mungkin terjadi pada data di dunia nyata, sehingga meningkatkan akurasi dan 

ketangguhan sistem klasifikasi terhadap noise visual maupun perbedaan sudut pandang. 

 

Pembentukan model CNN Custom sequential 

Pada tahap pembentukan model, penelitian ini menggunakan arsitektur Convolutional Neural 

Network (CNN) berbasis model Sequential dari Keras. Arsitektur ini terdiri dari tiga komponen utama, 

yaitu input layer, feature extraction layer (yang meliputi lapisan konvolusi dan pooling), serta 

classification layer yang mencakup lapisan fully connected dan output layer. Model menerima input 
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berupa citra berukuran 150 × 150 piksel dengan 3 kanal warna (RGB). Proses awal dimulai dengan tujuh 

lapisan konvolusi dan pooling yang dirancang secara bertingkat, masing-masing dengan konfigurasi 

sebagai berikut: satu lapisan dengan 32 filter, dua lapisan dengan 64 filter, dua lapisan dengan 128 filter, 

dan dua lapisan dengan 256 filter. Setiap lapisan konvolusi menggunakan fungsi aktivasi ReLU,  diikuti 

oleh operasi max pooling untuk mereduksi dimensi spasial dan memperkuat fitur dominan. Hasil dari 

tahap ekstraksi fitur kemudian diproses melalui lapisan flatten untuk mengubah matriks fitur menjadi 

vektor satu dimensi, yang selanjutnya digunakan sebagai input untuk lapisan fully connected (dense 

layer). Lapisan dropout diterapkan guna mengurangi risiko overfitting dengan menonaktifkan 

sebagian neuron secara acak selama pelatihan(Salehin & Kang, 2023). Proses klasifikasi akhir dilakukan 

melalui fungsi aktivasi softmax, yang menghasilkan probabilitas untuk setiap kelas target sehingga 

model dapat menentukan jenis ikan hias dengan tepat. Arsitektur model CNN Custom sequential dapat 

dilihat pada Gambar 3. 

 
Gambar 3. Arsitektur CNN Custom Sequential 

Arsitektur model Convolutional Neural Network (CNN) yang digunakan dalam penelitian ini 

terdiri atas sejumlah lapisan konvolusi, flatten, dan fully connected layer (dense), yang masing-masing 

menghasilkan sejumlah parameter (Rodiah et al., 2024). Perhitungan jumlah parameter pada setiap 

lapisan mengikuti Persamaan : 

𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 = (𝑛 + 𝑚 + 𝑘 + 1) × 𝐿     (3) 

Variabel n adalah lebar filter, m adalah tinggi filter, k adalah jumlah peta fitur (feature maps) 

input, dan L adalah jumlah peta fitur output (jumlah filter/lapisan). Simbol +1 merepresentasikan bias 

yang ditambahkan pada setiap output unit. Berdasarkan arsitektur yang digunakan pada Gambar 3, 

jumlah parameter yang dihasilkan pada lapisan conv2d pertama adalah 2.432 dengan konfigurasi filter 

berukuran 5×5, 3 saluran warna (RGB), dan 32 filter output. Pada lapisan conv2d_1, jumlah parameter 

meningkat menjadi 51.264 karena adanya 64 filter dan 32 input feature map. Selanjutnya, conv2d_2 

menghasilkan 36.928 parameter dengan filter 3×3 dan 64 saluran input. Lapisan conv2d_3 dan conv2d_4 

memiliki output feature map sebanyak 128, masing-masing menghasilkan 73.856 dan 147.584 

parameter. 
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Jumlah parameter dalam arsitektur CNN yang digunakan dalam penelitian ini menunjukkan 

peningkatan signifikan pada lapisan-lapisan akhir, khususnya pada conv2d_5 dan conv2d_6 yang 

masing-masing menghasilkan 295.168 dan 590.080 parameter dengan 256 peta fitur keluaran. Setelah 

proses konvolusi selesai, fitur dua dimensi yang dihasilkan diubah menjadi vektor satu dimensi melalui 

proses flatten, menghasilkan 20.736 unit berdasarkan dimensi spasial akhir sebesar 9×9×256. Vektor ini 

kemudian menjadi input pada lapisan dense pertama dengan 512 unit neuron, yang menghasilkan 

10.617.344 parameter. Selanjutnya, lapisan dense kedua yang bertanggung jawab dalam klasifikasi 

delapan kelas menghasilkan 4.104 parameter. Secara keseluruhan, total parameter dari seluruh 

arsitektur model mencapai 11.674.496, yang terdiri dari tujuh lapisan konvolusi (1.195.312 parameter), 

satu lapisan flatten (20.736 parameter), dan dua lapisan fully connected (10.617.344 dan 4.104 

parameter). 

Besarnya jumlah parameter ini menunjukkan kapasitas representasi model yang tinggi, yang 

secara teoritis mampu menangkap kompleksitas pola visual dalam citra ikan hias Carassius auratus. 

Namun demikian, tingginya kompleksitas arsitektur ini juga membawa tantangan dari sisi komputasi 

dan risiko overfitting, terutama karena jumlah data terbatas(Zhu, 2024). Oleh karena itu, strategi 

regularisasi seperti dropout, augmentasi data, dan early stopping diterapkan untuk memastikan model 

tetap generalis dan tidak sekadar menghafal data pelatihan(Liu et al., 2023). Melalui pengaturan 

parameter pelatihan yang tepat dan optimalisasi sumber daya komputasi, model CNN ini diharapkan 

mampu mencapai konvergensi yang efisien serta performa klasifikasi yang andal. 

 

Penyesuaian Parameter Epoch 

Selanjutnya, untuk memastikan proses pelatihan model berlangsung secara efisien dan tidak 

berlarut-larut, dilakukan penyesuaian terhadap parameter pelatihan, khususnya jumlah epoch dan 

penggunaan mekanisme callbacks seperti dapat dilihat pada Pseudocode berikut : 

 

Pelatihan model dilakukan dengan konfigurasi 50 steps per epoch dan total maksimum 300 

epochs. Jumlah epoch yang besar dipilih untuk memberikan kesempatan bagi model dalam mencapai 

konvergensi optimal. Salah satu strategi yang digunakan untuk mencegah pelatihan yang berlebihan 

(overtraining), digunakan callback function berupa early stopping yang akan secara otomatis 

menghentikan proses pelatihan ketika akurasi validasi telah mencapai nilai maksimum atau tidak 

mengalami peningkatan signifikan dalam beberapa epoch terakhir(H. Li et al., 2024). Strategi ini 

sekaligus berperan dalam menjaga generalisasi model dan mengurangi risiko overfitting akibat 

kompleksitas parameter yang tinggi. 

 

HASIL DAN PEMBAHASAN 

Hasil implementasi dan evaluasi model CNN Custom Sequential yang dikembangkan 

digunakan untuk mengklasifikasikan delapan jenis ikan hias Carassius auratus. Proses analisis 

dilakukan berdasarkan tahapan preprocessing, pelatihan model, serta evaluasi akurasi dan performa 

klasifikasi menggunakan metrik yang relevan. Setiap hasil yang diperoleh dianalisis secara 

komprehensif untuk mengidentifikasi efektivitas pendekatan yang digunakan serta 

membandingkannya dengan temuan sebelumnya yang relevan di bidang klasifikasi citra ikan dalam 

konteks akuakultur. 

Tahapan awal yang dianalisis adalah proses augmentasi citra, yang memainkan peran penting 

dalam memperkaya keragaman data latih dan mengurangi risiko overfitting akibat keterbatasan jumlah 

dataset. Hasil augmentasi pada penelitian ini dapat dilihat pada Gambar 4. 
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Gambar 4. Hasil Augmentasi Citra Carassius Auratus 

Augmentasi pada penelitian dilakukan dengan menerapkan tiga teknik utama, yaitu rescaling, 

rotation, dan horizontal flipping. Proses rescaling dilakukan dengan normalisasi nilai piksel citra dari 

rentang 0–255 menjadi 0–1 menggunakan skala 1/255, sehingga mempercepat konvergensi model 

selama pelatihan. Teknik rotation menghasilkan variasi arah orientasi ikan, sedangkan horizontal 

flipping menciptakan variasi spasial terhadap simetri gambar. Kombinasi ketiga metode ini 

diaplikasikan secara acak terhadap seluruh citra latih, menghasilkan data sintetis yang tetap 

merepresentasikan objek asli namun memiliki distribusi yang lebih bervariasi secara visual. Hasil 

augmentasi menunjukkan peningkatan keragaman citra yang signifikan, yang kemudian berdampak 

pada kestabilan proses pelatihan dan kemampuan generalisasi model. Selanjutnya, proses pelatihan 

model dilakukan selama 300 epoch dengan konfigurasi step per epoch sebanyak 50 langkah. 

Berdasarkan hasil training yang ditampilkan pada Gambar 5.  

 
Gambar 5. Hasil Training dengan Penyesuaian Nilai Epoch 

Gambar 5 menunjukkan model menunjukkan performa yang sangat baik, ditandai dengan nilai 

loss akhir sebesar 0.4683 dan akurasi sebesar 0.9303 atau setara dengan 93,03%. Nilai ini mencerminkan 

bahwa model mampu melakukan klasifikasi delapan jenis ikan hias Carassius auratus dengan tingkat 

ketepatan yang tinggi. Rata-rata waktu pelatihan per epoch tercatat sekitar 30 detik, yang menunjukkan 

efisiensi pelatihan pada arsitektur model yang telah dirancang. Dalam proses training, digunakan 

mekanisme callbacks berupa early stopping, yang bertujuan untuk menghentikan pelatihan secara 

otomatis ketika akurasi yang diinginkan telah tercapai, guna menghindari overfitting dan efisiensi 

waktu komputasi. Gambar 5 juga menunjukkan tren yang konsisten antara akurasi pelatihan dan 

validasi, serta nilai loss yang menurun secara stabil. Ini mengindikasikan bahwa model tidak hanya 

belajar dengan baik dari data latih, tetapi juga memiliki kemampuan generalisasi yang baik terhadap 
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data validasi. Keberhasilan mencapai akurasi di atas 90% juga mencerminkan efektivitas dari proses 

augmentasi dan arsitektur CNN yang digunakan, di mana kombinasi konvolusi bertingkat, fungsi 

aktivasi ReLU, dan regularisasi dropout memberikan kontribusi signifikan terhadap performa model 

secara keseluruhan. Visualisasi performa model dilakukan melalui dua metrik utama, yaitu loss dan 

accuracy, yang direpresentasikan dalam bentuk grafik. Gambar 6 merupakan visualisasi grafik loss. 

 

 
Gambar 6. Visualisasi Grafik Loss Model Klasifikasi Carassius Auratus 

Grafik Gambar 6 menunjukkan perubahan nilai loss selama proses pelatihan dan validasi. Model 

yang baik ditandai dengan menurunnya nilai loss secara konsisten pada kedua grafik, serta tidak 

adanya jarak yang signifikan antara training loss dan validation loss. Dalam penelitian ini, grafik 

menunjukkan bahwa model mampu mempelajari pola data dengan stabil, tanpa mengalami gejala 

overfitting yang serius, karena loss pada data validasi tetap berada dalam tren yang searah dengan loss 

data pelatihan. 

Selanjutnya, Gambar 7 menunjukkan hasil visualisasi akurasi model selama proses pelatihan. 

Grafik ini memperlihatkan bahwa kurva training accuracy dan validation accuracy meningkat secara 

progresif dan stabil, dengan jarak yang relatif kecil di antara keduanya. Hal ini mengindikasikan bahwa 

model tidak hanya memiliki performa pelatihan yang baik, tetapi juga mampu melakukan generalisasi 

terhadap data baru.  

 
Gambar 7. Visualisasi Akurasi Model Klasifikasi Carassius Auratus 

Evaluasi performa model juga dilakukan menggunakan confusion matrix untuk melihat 

distribusi prediksi benar dan salah pada setiap kelas ikan hias Carassius auratus seperti dapat dilihat 

pada Gambar 8. 
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Gambar 8. Confusion Matrix Model Klasifikasi Carassius Auratus 

 Berdasarkan 8, diketahui bahwa mayoritas kelas memiliki nilai true positive (TP) yang tinggi, 

seperti Oranda, Ryukin, dan Ranchu yang masing-masing memiliki 50 TP. Namun, beberapa kelas juga 

mengalami kesalahan prediksi, ditunjukkan dengan adanya false positive (FP) dan false negative (FN), 

seperti pada kelas Telescope Eye yang memiliki FN sebanyak 6 dan FP sebanyak 3. Fenomena ini 

mengindikasikan bahwa meskipun model secara umum bekerja dengan baik, masih terdapat tantangan 

dalam membedakan fitur visual antar kelas tertentu yang memiliki kemiripan bentuk atau warna. 

Kesalahan klasifikasi ini menjadi dasar penting untuk memahami batasan model serta area yang 

memerlukan peningkatan akurasi. Gambar 9, yang memperlihatkan bahwa sebagian besar prediksi 

model berhasil mengidentifikasi kelas target dengan tepat. 

 
Gambar 9. Contoh Hasil Klasifikasi Carassius Auratus 

Untuk memperkuat evaluasi model, dilakukan perhitungan metrik evaluasi lanjutan berupa 

precision, recall, dan f1-score menggunakan rumus matematis yang bergantung pada nilai TP, FP, dan 

FN. Hasil perhitungan menunjukkan bahwa kelas Celestial Eye memperoleh nilai precision sempurna 

sebesar 1, dengan recall sebesar 0.92 dan f1-score sebesar 0.96. Sementara itu, kelas Ryukin memiliki 

precision yang relatif rendah (0.79), meskipun recall-nya tinggi (0.96), sehingga menghasilkan f1-score 

sebesar 0.87. Hal ini mengindikasikan bahwa model cukup sensitif dalam mengenali kelas Ryukin, 

namun rentan terhadap kesalahan prediksi yang menghasilkan false positive. Sebaliknya, kelas 

Butterfly Tail menunjukkan precision tinggi (0.98) namun recall lebih rendah (0.90), yang 

mencerminkan bahwa meskipun model jarang salah mengklasifikasikan kelas lain sebagai Butterfly 

Tail, masih ada citra dari kelas ini yang tidak berhasil dikenali dengan tepat. Secara keseluruhan, nilai 

f1-score yang berkisar antara 0.87 hingga 0.97 menunjukkan performa model yang cukup solid dalam 

klasifikasi multi-kelas, dengan potensi peningkatan pada kelas-kelas yang memiliki 
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ketidakseimbangan visual antar fitur. Perbandingan kuantitatif dengan penelitian terdahulu dapat 

dilihat pada Tabel 2. 

Tabel 2. Perbandingan Kuantitatif dengan Penelitian Terdahulu 

Peneliti & 

Tahun 
Objek Klasifikasi 

Jumlah 

Data 

Jumlah 

Kelas 

Metode / 

Arsitektur 

Akurasi 

% 

Multajam et 

al., 2024 

Carassius auratus 

(early breeder) 

120 

sampel 

1 target 

(klasifikasi 

breeder) 

LVQNN, PNN, 

PRNN 

PRNN: 

92,50 

Aristoteles et 

al., 2021 

3 varietas Carassius 

auratus (Fantail, 

Oranda, Ranchu) 

300 citra 3 Gabor Filter + 

PNN 

100 

Moralista & 

Rueda, 2023 

Ikan ekonomis 

(Mrigala, Catla, Rohu) 

1.500 citra 3 CNN berbasis 

ResNet-50 

95,60 

Haddad & 

Mohammed, 

2024 

Ikan budidaya 

(deteksi penyakit) 

2.000 citra Multi-

label 

CNN Kustom 

(Keras 

Sequential API) 

94,80 

Penelitian ini 

(2025) 

8 varietas Carassius 

auratus (Oranda, 

Ryukin, Ranchu, 

Pearl Scale, Telescope 

Eye, Bubble Eye, 

Butterfly Tail, 

Choten) 

2.080 citra 8 CNN Custom 

Sequential + 

Augmentasi 

(rescale, rotasi, 

flip) 

93,03 

Tabel 2 menunjukkan bahwa penelitian-penelitian terdahulu umumnya masih terbatas pada 

aspek tertentu, baik dari segi jumlah data, jumlah kelas, maupun objek yang diteliti. Multajam et al. 

(2024) hanya menggunakan parameter morfometrik non-visual dengan sampel relatif kecil, sementara 

Aristoteles et al. (2021) memang berhasil mencapai akurasi sempurna, namun hanya mencakup tiga 

varietas goldfish sehingga belum mewakili keragaman penuh spesies Carassius auratus. Penelitian 

berbasis deep learning seperti Moralista & Rueda (2023) maupun Haddad & Mohammed (2024) lebih 

menekankan pada klasifikasi spesies ikan konsumsi serta deteksi penyakit, bukan pada identifikasi 

varietas ornamental. Penelitian ini menawarkan kebaruan dengan mengimplementasikan CNN 

Custom Sequential yang dibangun dari awal dan dipadukan dengan proses scraping data mandiri, 

augmentasi citra komprehensif (rescale, rotasi, horizontal flip), serta klasifikasi delapan varietas 

Carassius auratus secara simultan. Dengan akurasi mencapai 93,03%, penelitian ini menghadirkan 

kontribusi signifikan sebagai model klasifikasi visual multi-kategori yang dapat mendukung 

identifikasi otomatis dalam industri akuakultur ikan hias yang selama ini masih bergantung pada 

pengamatan manual yang rentan kesalahan. 

 

KESIMPULAN 

Hasil implementasi dan evaluasi model CNN berbasis arsitektur Custom Sequential 

menunjukkan bahwa model mampu mengklasifikasikan delapan jenis ikan hias Carassius auratus 

secara efektif, dengan akurasi akhir sebesar 93,03% dan nilai loss sebesar 0,4683 setelah pelatihan selama 

300 epoch. Strategi augmentasi berbasis rescaling, rotation, dan horizontal flipping terbukti berhasil 

meningkatkan keragaman data latih dan mengurangi risiko overfitting, yang ditunjukkan oleh 

kesesuaian kurva loss dan akurasi antara data pelatihan dan validasi. Selain itu, visualisasi confusion 

matrix menunjukkan dominasi nilai true positive yang tinggi pada sebagian besar kelas, meskipun 

terdapat kelas dengan tingkat kesalahan prediksi relatif lebih tinggi seperti Telescope Eye dan Ryukin. 

Evaluasi lanjutan menggunakan metrik precision, recall, dan f1-score menghasilkan nilai f1 antara 0,87–

0,97, yang menunjukkan stabilitas model dalam klasifikasi multi-kelas, meskipun masih terdapat ruang 
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untuk perbaikan pada kelas dengan fitur visual mirip. Model CNN yang dikembangkan memiliki 

performa yang baik dan relevan untuk diterapkan dalam sistem klasifikasi otomatis di industri 

akuakultur. Bagi praktisi, model ini dapat dimanfaatkan sebagai alat bantu identifikasi varietas ikan 

hias secara cepat dan konsisten, sehingga mengurangi ketergantungan pada pengamatan manual yang 

rentan subjektivitas, mendukung proses grading kualitas ikan sebelum distribusi, serta membantu 

peningkatan akurasi dalam penentuan harga dan strategi pemasaran di pasar ikan hias. Sebagai saran 

untuk penelitian selanjutnya, disarankan untuk mengeksplorasi teknik augmentasi berbasis generative 

adversarial networks (GAN) guna memperluas variasi sintetik citra, serta mengadopsi pendekatan 

transfer learning dari arsitektur pretrained seperti EfficientNet atau ResNet untuk meningkatkan 

generalisasi model terutama dalam skenario dengan keterbatasan data. 
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