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Abstrak: Perkembangan dalam bidang teknologi kecerdasan buatan 

telah mendorong penerapan teknik deep learning dalam analisis 

pasar keuangan, khususnya dalam meramalkan harga saham. 

Penelitian ini bertujuan untuk membuat sebuah model yang bisa 

memperkirakan harga saham Intel Corporation menggunakan 

metode Long Short-Term Memory (LSTM) untuk mendukung 

pengambilan keputusan dalam investasi. Metode yang dilakukan 

mencakup pengumpulan data historis dari Kaggle, preprocessing data 

(cleansing, scaling, dan membagi data untuk pelatihan dan 

pengujian), merancang model LSTM, dan melakukan evaluasi 

dengan menggunakan Root Mean Squared Error (RMSE). Model ini 

dilatih menggunakan 150 epoch dengan fungsi aktivasi tanh dan 

optimizer Adam. Hasil dari pengujian ini menunjukkan bahwa model 

LSTM mendapatkan nilai RMSE sebesar 0.0230 paling rendah, serta 

menunjukkan pola pergerakan harga yang sangat realistis. Hasil ini 

menunjukkan bahwa LSTM merupakan metode yang efisien untuk 

memodelkan data deret waktu dalam memprediksi harga saham, 

serta dapat berfungsi sebagai sumber informasi bagi investor dalam 

merancang strategi investasi yang didasarkan pada data. 

 

Abstract: Developments in the field of artificial intelligence technology 

have encouraged the application of deep learning techniques in financial 

market analysis, especially in forecasting stock prices. This research aims to 

create a model that can forecast Intel Corporation stock prices using the 

Long Short-Term Memory (LSTM) method to support investment decision 

making. The method applied includes collecting historical data from Kaggle, 

preprocessing the data (cleansing, scaling, and dividing the data for 

training and testing), designing the LSTM model, and performing 

evaluation using Root Mean Squared Error (RMSE). The model was 

trained using 150 epochs with tanh activation function and Adam 

optimizer. The results of this test show that the LSTM model has the lowest 

RMSE value of 0.0198, and shows a very realistic price movement pattern. 

These results show that LSTM is an efficient method for modeling time 

series data in predicting stock prices, and can serve as a source of 

information for investors in designing investment strategies based on data. 
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PENDAHULUAN 

Dalam beberapa tahun terakhir, pasar modal dan dunia investasi di Indonesia telah mengalami 

perkembangan pesat dan menarik perhatian banyak kalangan. Investasi saham menjadi salah satu 

pilihan populer karena memberikan peluang keuntungan melalui kenaikan harga saham maupun 

dividen (Agusta et al., 2021). Namun, karena harga saham sangat sensitif terhadap berbagai faktor baik 

internal maupun eksternal seperti kondisi pasar keuangan, kebijakan industri, kinerja perusahaan, dan 

situasi ekonomi makro investasi saham dikategorikan sebagai investasi berisiko tinggi (Julian & 

Pribadi, 2021). Oleh karena itu, untuk memaksimalkan potensi keuntungan dan meminimalkan risiko, 

investor perlu memahami analisis fundamental dan teknikal serta menerapkan strategi yang tepat 

(Hamdani & Saputra, 2023). Dalam konteks ini, prediksi harga saham menjadi acuan penting ketika 

memilih waktu yang tepat untuk membeli atau menjual saham (Janastu & Wutsqa, 2024). 

Investor umumnya menggunakan laporan keuangan perusahaan publik untuk menganalisis 

potensi investasi dengan melihat kinerja bisnis, efisiensi operasional, kapasitas pertumbuhan, serta 

rasio keuangan penting seperti laba bersih dan arus kas (Setiawan et al., 2023). Intel Corporation dipilih 

sebagai fokus penelitian karena perannya yang signifikan dalam industri semikonduktor, dengan 

produk seperti prosesor dan chip yang digunakan secara luas di berbagai perangkat elektronik 

(Ningrum & Seru, 2022). Inovasi teknologi, stabilitas perusahaan, serta pergerakan harga sahamnya 

yang dinamis menjadikan Intel sebagai objek yang menarik untuk dianalisis dari sisi investasi jangka 

panjang  (Irawan, 2024). 

Terdapat berbagai metode dalam memprediksi pergerakan harga saham, pendekatan berbasis 

kecerdasan buatan semakin banyak digunakan, terutama melalui teknik machine learning dan deep 

learning (Achyar et al., 2022). Machine learning memungkinkan model belajar dari data historis untuk 

menghasilkan prediksi yang lebih akurat. Salah satu cabangnya, deep learning, menawarkan 

kemampuan lebih dalam mengenali pola data yang kompleks dan berurutan (Sofi et al., 2021). 

Penelitian oleh (Gumelar et al., 2022) berhasil menggunakan LSTM untuk meramalkan harga saham 

dari empat bank BUMN di Indonesia. Hasilnya, akurasi dari model ini sangat baik, dengan MAPE 

hanya sekitar 3–4%. Teknologi ini terbukti efektif dalam mendukung keputusan investasi yang lebih 

cepat dan tepat (Riyantoko et al., 2020). 

Long Short-Term Memory merupakan salah satu metode deep learning yang sering digunakan 

dengan data deret waktu, yaitu pengembangan dari arsitektur Recurrent Neural Network (RNN) yang 

dirancang untuk menyimpan informasi jangka panjang melalui memory cell (Pipin et al., 2023). LSTM 

dirancang oleh Hochreiter dan Schmidhuber (1997) untuk mengatasi masalah gradien yang hilang, 

yang sering terjadi pada RNN saat menangani data berurutan yang Panjang (Puteri, 2023). Arsitektur 

ini dinilai sangat sesuai dalam mengolah data pasar saham yang bersifat sekuensial dan memiliki 

ketergantungan historis yang kuat (Kiramy et al., 2024). 

Berdasarkan permasalahan yang telah diidentifikasi dan mengacu pada studi sebelumnya, 

penelitian ini bertujuan untuk membangun model prediksi harga saham Intel Corporation 

menggunakan metode Long Short-Term Memory (LSTM) dengan data historis yang diperoleh dari situs 

Kaggle, yaitu “Harga saham Intel dari 2019-01-01 hingga 2024-09-27.” Pemilihan metode LSTM 

didasarkan pada kemampuannya dalam mengenali pola jangka panjang secara akurat dan efisien. 

Diharapkan bahwa strategi ini akan menghasilkan model prediksi yang akan membantu 

menginformasikan pengambilan keputusan investasi berbasis data dan menawarkan wawasan tentang 

fluktuasi harga saham di masa yang akan datang.  Penelitian ini diharapkan dapat memajukan secara 

signifikan penciptaan teknik prediksi harga saham yang lebih efektif dengan mempertimbangkan 

perubahan kondisi pasar. 

 

METODE  

Penelitian ini diawali dengan mengidentifikasi masalah yang terjadi, mengumpulkan data yang 

relevan, pre-processing, model Long Short-Term Memory (LSTM), sampai dengan evaluasi prediksi dan 
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visualisasi grafik. Metode penelitian ini dirancang untuk memberikan hasil prediksi yang akurat 

dengan pendekatan sistematis. 

 
Gambar 1. Metode Penelitian 

Pengumpulan Data 

Data yang diterapkan dalam penelitian ini diperoleh dari platform Kaggle.com (Alex Khr, 2024). 

Proses pengumpulan data dimulai dengan eksplorasi dan pencarian dataset di Kaggle, menggunakan 

kata kunci seperti “Indonesian stock market”, “stock price forecasting”, atau “financial time series data”. 

Setelah menemukan dataset yang relevan, langkah selanjutnya adalah mengunduh data harga saham 

Intel Corp periode waktu 1 Januari 2019 sampai 27 September 2024. Dataset ini berisi 1445 data harian 

yang meliputi harga pembukaan (open), harga penutupan (close), harga tertinggi (high), harga terendah 

(low), dan volume perdagangan.  

Tabel 1. Potongan Data Harga Saham 

Date Open High Low Close Adj Close Volume 

16/09/2024 2003 2106 1976 2090 2.090.999.984 14933700 

17/09/2024 2170 2257 2123 2146 21.469.999.313 196249800 

18/09/2024 2136 2173 2071 2077 20.770.000.457 118727900 

19/09/2024 2128 2169 2103 2113 21.139.999.389 99829200 

20/09/2024 2088 2313 2035 2184 2.184.000.015 260377900 

Pada penelitian ini, data yang digunakan berjumlah 1445 dataset dari perubahan harga saham 

pada Intel Corp dan kolom yang akan digunakan adalah kolom Close untuk data time series, di mana 

Close akan digunakan sebagai kolom target. 

Pre-processing 

Sebelum data harga saham ditambahkan ke model prediksi LSTM, pre-processing dilakukan 

untuk mempersiapkannya. Tujuan dari langkah ini adalah untuk meningkatkan kualitas data dan 

menjamin bahwa data tersebut siap untuk evaluasi dan pelatihan model. Pada penelitian ini tahap pre-

processing yang dilakukan adalah seperti cleansing, scaling, dan pembagian data. 
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a. Cleansing data  

Cleansing data dilakukan untuk membersihkan data yang akan digunakan dari nilai-nilai yang 

tidak diperlukan. Di mana cleansing bertujuan untuk Mengurangi nilai yang hilang yang dapat 

mengakibatkan perhitungan dan klasifikasi yang tidak optimal adalah tujuan dari Cleansing data. 

(Riadi et al., 2024). 

b. Scaling Data  

Scaling Data merupakan sebuah teknik yang digunakan untuk menyelaraskan rentang dari 

variabel independen atau fitur dalam data. Dalam konteks pengolahan data, istilah ini juga dikenal 

sebagai normalisasi data dan biasanya dilaksanakan pada tahap pemrosesan data. Dalam 

penelitian ini, metode Min-Max Scaling akan diterapkan untuk melakukan skala data antara 0 

hingga 1 (Rasyidi, 2023). Dibawah ini adalah rumus untuk normalisasi. 

𝑥′
=               

  𝑥− 𝑥𝑚𝑖𝑛  

                        𝑥𝑚𝑎𝑥 – 𝑥𝑚𝑖𝑛      (1)         

c. Pembagian Data 

Data pelatihan dan pengujian adalah dua kategori yang memisahkan data penelitian.  Model 

prediksi membagi data menjadi perbandingan, menggunakan sebagian dari keseluruhan data 

untuk pelatihan dan sisanya untuk pengujian.  Model LSTM akan dilatih menggunakan data 

pelatihan, dan kinerjanya akan dievaluasi menggunakan data pengujian (Riatma et al., 2025). 

Model Long Short-Term Memory 

Metode LSTM dapat menganalisis data berurutan dan menyimpan informasi penting dalam 

jangka waktu yang lama, metode ini lebih efektif dalam mengidentifikasi pola dalam data deret waktu. 

Terdapat tiga jenis bobot yang digunakan dalam pengembangan LSTM, yaitu bobot dari lapisan input 

ke lapisan tersembunyi, bobot yang menghubungkan lapisan tersembunyi ke lapisan output, dan bobot 

dari lapisan konteks ke lapisan tersembunyi (Putra, 2024). Selanjutnya, parameter pembelajaran seperti 

laju pembelajaran, jumlah epoch, dan fungsi aktivasi ditentukan. Proses pembelajaran akan berhenti 

jika tingkat kesalahan mencapai tingkat target atau jika jumlah iterasi maksimum telah tercapai. 

(Damayanti et al., 2024). 

Evaluasi Prediksi 

Setelah memperoleh hasil prediksi harga saham dari model LSTM, evaluasi hasil perlu dilakukan 

untuk menilai tingkat ketepatan prediksi tersebut. Penelitian ini menggunakan evaluasi Root Mean 

Squared Error (RMSE) untuk menilai hasil tersebut (Sabar Sautomo & Hilman Ferdinandus Pardede, 

2021). Grafik akan dihasilkan sebagai perbandingan antara prediksi dan data historis yang asli. Apabila 

hasil evaluasi menunjukkan performa yang kurang memuaskan, maka perancangan model akan 

dilakukan kembali . 

Visualisasi Grafik Hasil Prediksi 

Tahapan ini dilakukan untuk membantu para pembeli atau penjual saham dalam memahami 

hasil dari prediksi harga saham, di mana grafik tersebut akan menunjukkan harga yang diprediksi dan 

juga harga sebenarnya dari data harga saham dalam jangka waktu tertentu (Wijaya et al., 2021). Selain 

itu, grafik ini juga bisa dimanfaatkan untuk menilai sejauh mana model prediksi dapat mencerminkan 

pola pergerakan harga saham (Tauran, 2021). Apabila terdapat perbedaan yang signifikan antara harga 

yang diprediksi dan harga yang sebenarnya, maka perlu dilakukan analisis lebih mendalam untuk 

menemukan faktor-faktor yang memengaruhi kinerja model (Lestari et al., 2021). 
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HASIL DAN PEMBAHASAN 

Pada bagian ini akan dijelaskan tentang prediksi Harga saham Intel Corporation dengan 

menggunakan metode Long Short-Term Memory (LSTM). Hal ini mencakup persiapan dataset, hasil 

pembersihan data, hasil normalisasi data, hasil pemisahan data, hasil penerapan model, dan hasil 

evaluasi model, serta visualisasi dari hasil prediksi data. 

Pre-processing 

Tahap pertama penelitian ini menggunakan data harga saham PT Intel Corpoation dari 02 Januari 

2019 hingga 27 September 2024 dari kaggle.com. Gambar 2. menunjukkan data frame yang digunakan 

pada program, yang terdiri dari 6 kolom yaitu Open, High, Low, Close, Adj Close, Volume, dan satu index, 

Date. Terdapat juga 1445 records.  Untuk memprediksi harga saham PT Intel Corporation, program ini 

menggunakan kolom "Close", yang menunjukkan harga penutupan pada hari tertentu. 

 

 

Gambar 2. Data frame Pada Program 

Tahap kedua data yang digunakan dalam program ini sudah bersih, sehingga proses cleansing 

data selanjutnya merupakan proses mendeteksi nilai yang kosong atau tidak akurat pada dataset yang 

digunakan dalam program sebelum dataset digunakan untuk program. Berikut ini adalah sintaks 

program yang digunakan untuk menentukan apakah data memiliki nilai yang hilang: 

 
Gambar 3. Hasil data cleansing 

Setelah data dibersihkan, hasilnya ditampilkan pada Gambar 3., menunjukkan bahwa kolom 

Open, High, Low, Close, Adj Close, dan Volume memiliki hasil "0", yang menunjukkan bahwa tidak ada 

nilai yang hilang pada dataset. Dengan demikian, data dapat digunakan segera untuk proses 

pemodelan berikutnya. 

Tahap ketiga scaling data dilakukan dengan tujuan untuk mengurangi kesalahan dalam program, 

dan dalam studi ini, proses scaling data menggunakan pendekatan Min-Max Scaling. Metode ini 

mampu mengubah ukuran data dari rentang aslinya menjadi nilai yang berada dalam interval antara 0 

hingga 1. 
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Gambar 4. Hasil Normalisasi Data 

Setelah scaling data selesai, hasil ditampilkan pada Gambar 4., yang menunjukkan bahwa nilai 

data telah berhasil diubah menjadi rentang 0 hingga 1 sesuai dengan tujuan proses scaling. 

Tahap keempat data akan dibagi untuk menghasilkan nilai prediksi yang mendekati nilai 

sebenarnya dan memiliki tingkat akurasi yang baik. Dalam pembagian data ini, data akan dipisahkan 

menjadi dua data uji dan data latih, digunakan untuk menghasilkan data prediksi dan mengukur 

performa model. Data training dilakukan dengan menggunakan tiga rasio perbandingan: 90%:10%, 

80%:20%, dan 70%:30%. 

Hasil Pengujian Model 

Dalam proses pengujian model LSTM, terdapat tiga kategori utama yang digunakan selama 

pengembangannya, yaitu bobot jaringan, arsitektur model, dan parameter pelatihan. Parameter 

pelatihan LSTM mencakup pengaturan seperti learning rate, jumlah epoch, dan fungsi aktivasi yang 

digunakan. Proses pelatihan akan berakhir ketika tingkat kesalahan telah mencapai nilai yang 

ditargetkan atau jumlah iterasi maksimum telah terpenuhi. Berikut ini merupakan variasi parameter 

yang digunakan dalam proses training, yaitu nilai learning rate, jumlah epoch, dan fungsi aktivasi. 

Pengujian epoch dilakukan dengan tiga parameter, yaitu 50, 100, dan 150. Hasil pengujian 

menunjukkan bahwa epoch 150 menghasilkan performa paling unggul dengan nilai RMSE terendah 

yang tercatat sebesar 0.02307. 

 
Gambar 5. Perbandingan RMSE dengan jumlah Epoch 

Pengujian learning rate dilakukan dengan tiga nilai: 0,001, 0,01, dan 0,05. Data yang diperoleh 

menunjukkan bahwa learning rate 0,01 memberikan hasil terbaik dengan nilai RMSE terendah yang 

tercatat sebesar 0.02240. 
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Gambar 6. Perbandingan RMSE dengan Learning Rate 

Perbandingan nilai Root Mean Square Error (RMSE) yang dihasilkan dari tiga jenis fungsi aktivasi 

yang berbeda, yaitu Relu, Tanh, dan Sigmoid, dalam konteks model LSTM. Hasil yang didapat 

menunjukkan bahwa fungsi aktivasi Tanh memberikan hasil RMSE terendah yaitu 0.02932, yang 

menunjukkan kinerja prediksi paling baik di antara ketiga opsi tersebut. 

 
Gambar 7. Perbandingan RMSE dengan Fungsi Aktivitas 

Hasil Evaluasi Prediksi dan Visualisasi Hasil Prediksi 

Evaluasi kinerja model LSTM dilakukan dengan membandingkan hasil prediksi yang dihasilkan 

dengan data yang sebenarnya menggunakan Root Mean Square Error (RMSE). RMSE berfungsi untuk 

menilai seberapa besar rata-rata ketidak tepatan antara nilai yang diprediksi dan nilai nyata dalam 

satuan yang sebanding. Nilai RMSE yang lebih rendah menunjukkan bahwa hasil prediksi model lebih 

tepat. Dalam evaluasi model dilakukan pengujian dengan beberapa rasio diantaranya: 

Pembagian data dengan rasio 90% : 10% menghasilkan 1291 data untuk pelatihan dan 144 data 

untuk pengujian. Dari pengolahan data tersebut, diperoleh nilai kesalahan RMSE sebesar 0.0234. 

 
Gambar 8. Hasil Perbandingan Harga Aktual dan Prediksi 90:10 
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Pembagian data dengan rasio 80% : 20% menghasilkan 1148 data untuk pelatihan dan 287 data 

untuk pengujian. Dari pengolahan data tersebut, diperoleh nilai kesalahan RMSE sebesar 0.0243. 

 
Gambar 9. Hasil Perbandingan Harga Aktual dan Prediksi 80:20 

Pembagian data dengan rasio 70% : 30% menghasilkan 1004 data untuk pelatihan dan 431 data 

untuk pengujian. Dari pengolahan data tersebut, diperoleh nilai kesalahan RMSE sebesar 0.0230. 

 
Gambar 10. Hasil Perbandingan Harga Aktual dan Prediksi 70:30 

Berdasarkan tiga perbandingan tersebut, diperoleh bahwa pembagian data 70%:30% adalah yang 

paling efektif, karena menunjukkan nilai kesalahan RMSE sebesar 0.0230 dengan menggunakan 

parameter epoch 150, learning rate 0,01, batch size 32, serta optimasi adam. Di bawah ini adalah tabel yang 

menampilkan perbandingan antara nilai aktual dan nilai prediksi: 

 
Gambar 11. Hasil Perbandingan Nilai Aktual dan Nilai Prediksi 70:30 

Selanjutnya, dengan mempertahankan proporsi pembagian data sebesar 70% untuk proses 

pelatihan dan 30% untuk evaluasi, model juga dimanfaatkan untuk meramalkan harga saham secara 

berurutan untuk satu bulan yang akan datang. Temuan ini menunjukkan bahwa model dapat 

mempertahankan kinerjanya dalam melakukan prediksi jangka pendek, sehingga dapat dijadikan 

acuan dalam pengambilan keputusan investasi. 
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Gambar 12. Hasil Perbandingan Nilai Prediksi dan Nilai Aktual 

Tabel 2. Tabel Perbandingan Nilai Prediksi dan Aktual Harga Saham  

Date Predicted Close Actual Close Selisih 

30/09/2024 23.751247 23.659999 0.291248 

01/10/2024 23.745182 23.549999 1.055181 

02/10/2024 23.734383 22.389999 1.353474 

03/10/2024 23.724893 22.469999 1.464983 

04/10/2024 23.718344 22.379999 1.128834 

 

Pada perbandingan harga penutupan saham yang diprediksi dan harga penutupan yang 

sebenarnya dalam periode 30 September hingga 4 Oktober 2024. Analisis menunjukkan bahwa prediksi 

model yang paling akurat terjadi pada 30 September, dengan selisih hanya 0.291248. Sebaliknya, 

perbedaan terbesar terjadi pada 3 Oktober, mencapai 1.464983. Rata-rata selisih selama periode tersebut 

adalah sekitar 1.0587 USD, yang mencerminkan rata-rata perbedaan model dari data nyata.     

 
Gambar 13. Grafik Prediksi Harga Close 30 Hari 

Penelitian ini menggunakan LSTM untuk memprediksi harga saham Intel Corporation karena 

kemampuannya untuk menangani data berurutan dan melihat tren jangka panjang.  Relatif terhadap 

data asli, kesalahan prediksi rata-rata model diukur dengan RMSE.  Dengan tingkat kesalahan yang 

sangat rendah RMSE sebesar 0.0230, model ini menunjukkan bahwa model ini dapat secara akurat 

memprediksi nilai saham.  Karena teknik alternatif seperti CNN dan regresi linier kurang baik dalam 

mengidentifikasi pola deret waktu, nilai RMSE yang diperoleh mungkin akan lebih besar. 
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KESIMPULAN 

Berdasarkan temuan penelitian ini, dapat disimpulkan bahwa metode Long Short-Term Memory 

(LSTM) berhasil digunakan untuk memprediksi harga saham Intel Corporation. Penelitian ini 

menggunakan 1.445 data historis dari kaggle.com yang telah melalui proses pembersihan, dengan 

pembagian data yang terdiri dari 70% untuk proses pelatihan dan 30% untuk pengujian. Model ini 

dilatih melalui 150 epoch, dengan learning rate sebesar 0,01, menggunakan fungsi aktivitas tanh dan 

optimizer Adam. Hasil yang diperoleh menunjukan evaluasi RMSE mendapatkan nilai 0.0230, yang 

merupakan hasil paling optimal. Selain itu, model yang telah dikembangkan juga digunakan untuk 

melakukan prediksi harga saham dalam periode satu bulan ke depan, dengan menggunakan data 

historis sebagai dasar prediksi. Hasil prediksi menunjukkan pola pergerakan harga yang cukup 

realistis, menggambarkan kemampuan model untuk memahami pergerakan pasar. Prediksi ini bisa 

dijadikan panduan awal bagi para investor dalam menyusun strategi jangka pendek, meskipun tidak 

sepenuhnya akurat. Namun, hasil tersebut tetap bermanfaat sebagai alat bantu dalam analisis untuk 

pengambilan keputusan investasi yang lebih didasarkan pada data. Sebagai panduan untuk penelitian 

yang akan datang, disarankan agar pendekatan LSTM ditingkatkan dengan mengevaluasi 

kemampuannya dibandingkan dengan algoritma lain seperti GRU untuk mencapai hasil prediksi yang 

lebih optimal. Percobaan juga harus dilakukan pada data saham dari sektor lain untuk menilai seberapa 

baik model dapat digeneralisasi. Dengan pendekatan yang lebih menyeluruh, hasil prediksi yang 

dihasilkan diharapkan tidak hanya akurat secara statistik, tetapi juga relevan terhadap dinamika pasar 

nyata dalam pengambilan keputusan investasi. 
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